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Abstract

In this paper, we introduce a notion of derived involutive algebras in C2-Mackey functors
which simultaneously generalize commutative rings with involution and the (non-equivariant)
derived algebras of Bhatt–Mathew and Raksit. We show that the ∞-category of derived involutive
algebras admits involutive enhancements of the cotangent complexes, de Rham complex, and
de Rham cohomology functors; furthermore, their real Hochschild homology is defined. We
identify a filtration on the real Hochschild homology of these derived involutive algebras via a
universal property and show that its associated graded may be identified with the involutive
de Rham complex. Using C2-∞-categories of Barwick–Dotto–Glasman–Nardin–Shah, we show
that our filtered real Hochschild homology specializes to the HKR-filtered Hochschild homology
considered by Raksit.
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1 Introduction

1.1 The Hochschild–Kostant–Rosenberg theorem

There is a two-way dialogue between vector bundles and topology:

▲ the collection of all isomorphism classes of finite rank vector bundles on a compact topological
space X reflects the homotopy type of X: For instance, the collection of complex line bundles
on X up to isomorphism is in bijection with cohomology classes in H2(X; Z); for a line bundle
L on X, its associated invariant in H2(X; Z) is its first Chern class c1(L).

▲ vector bundles can in turn be used to study topology: If π : E → X is a fiber bundle with
compact fibers, then for each ℓ, the cohomology of the fibers Hℓ(Ex; C) assemble into a
complex vector bundle over X which reflects ‘how twisted’ the fiber bundle π is.

While two complex vector bundles on a compact space X which have the same Chern classes are not
necessarily stably equivalent, we do know this: The homomorphism ch : KU0(X)→ Heven(X; Z)
induced by sending a complex vector bundle V on X to its Chern classes is a rational equivalence,
i.e. ch⊗Q : KU0(X)⊗Q→ Heven(X; Q) is an isomorphism.

The collection of algebraic vector bundles on a scheme X reflects both the arithmetic and algebro-
geometric structure of X. Because algebraic vector bundles are significantly less well-understood
than their topological counterparts, algebraic Chern classes are crucial to understanding algebraic
K-theory. The algebraic Chern character is constructed as follows for affine schemes. Let A be a
commutative ring and B an commutative A-algebra; Hochschild homology HH(B/A) is a simplicial
commutative A-algebra with S1-action. There is a map K(B)→ HH(B/A) called the Dennis trace,
which factors through the homotopy fixed points of the S1-action: K(B) → HH(B/A)hS1

. That
the Dennis trace and its corresponding lift to HH(B/A)hS1

comprise an algebraic analogue of the
Chern character in part relies on the following classical result.

Theorem 1.1.1 ([HKR62]). Let B be a smooth A-algebra. Then there are canonical isomorphisms HH∗(B/A) ≃
Ωi

B/A. Moreover, the S1-action on HH(B/A) induces the de Rham differential on HH∗(B/A) ≃ Ω∗B/A.

Theorem 1.1.1 is also a starting point for many recent advances in mixed characteristic co-
homological invariants for schemes; let us note a few. This characterization of HH(−/Z) im-
plies powerful descent results for topological Hochschild homology, which in turn were used by
Bhatt–Morrow–Scholze to relate TC and TC− to syntomic and Ainf-cohomology, resp. [BMS19].
Furthermore, that the aforementioned trace map can be lifted to a filtered map is crucial to Elmanto–
Morrow’s construction of motivic cohomology theory for not necessarily smooth schemes [EM23].
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Observe that Theorem 1.1.1 could just as well be rephrased as: there exists a filtration on
HH(B/A) whose associated graded is identified with the de Rham complex Ω•B/A. In recent
work, Raksit has proven a systematic generalization of Theorem 1.1.1 which is functorial in B and
simultaneously characterizes HH, the derived de Rham complex, and filtered Hochschild homology
by universal property [Rak20]. Raksit’s result completely and precisely describes how the filtration
interacts with both the S1-action and algebra structure on Hochschild homology.

Vector bundles often are naturally equipped with additional structure. For instance, if π : E→ X
is a bundle of compact orientable 4n-manifolds over X equipped with a compatible family of
orientations, then the vector bundle on X determined by H2n(Ex; R) acquires a non-degenerate
symmetric bilinear form via Poincaré duality. Such vector bundles with symmetric bilinear forms
assemble into a cohomology theory called real K-theory; it may be regarded as an algebraic analogue
of KO. More broadly, non-degenerate symmetric bilinear forms (or variants such as conjugate
linear forms) play an important role in number theory, algebraic geometry, and algebraic surgery
theory [Ati66; Con00; Jac17; Mil70; Qui72; Voe96; Wal62; Wit37]. Recent progress in enriched
enumerative geometry uses real K-theory to explain the failure of certain counting formulas over
non-algebraically closed fields [BW23; Lev20; McK21; SW21].

In this work, we will be interested in characteristic classes for real K-theory and the cohomology
group(s) that they take values in. Hesselholt–Madsen have introduced real Hochschild homology,
which receives a natural transformation from real K-theory [HM15; HNS]. Using said natural
transformation, Cortiñas defined Stiefel–Whitney characteristic classes for real algebraic vector
bundles [Cor93a]. The purpose of this paper is to prove a functorial Hochschild–Kostant–Rosenberg-
style theorem for real Hochschild homology. In other words, we identify a natural filtration on real
Hochschild homology and characterize its associated graded.

Before we proceed, let us comment on the nature of the desired result. Just as any vector bundle
with a nondegenerate symmetric bilinear form has an underlying vector bundle, real K-theory has
an underlying spectrum given by ordinary algebraic K-theory, real Hochschild homology has an
underlying functor given by ordinary Hochschild homology, and so on. This paper shows not only
that real Hochschild homology admits a functorial filtration, but also that on underlying objects, said
filtration agrees with that of Theorem 1.1.1. The theory of C2-Mackey functors and C2-∞-categories
(the latter due to Barwick–Dotto–Glasman–Nardin–Shah) allows us to systematically keep track
of the relationship between our definitions and results and their non-involutive counterparts.
Moreover, working with C2-∞-categories has theoretical significance, in addition to facilitating
bookkeeping: The universal property of real Hochschild homology is internal to C2-∞-categories
(compare [QS22]).

1.2 The main result

Let us elucidate a setting in which a real Hochschild–Kostant–Rosenberg theorem can be expected
to hold. Real topological Hochschild homology is a functor which takes C2-E∞-algebras to C2-E∞-
algebras with Sσ-action; real Hochschild homology is a relative variation on the same construction.
In order for real Hochschild homology to inherit coherently commutative multiplication, it must be
taken relative to a base which has sufficient algebraic structure. Furthermore, while Hochschild
homology is defined for any E∞-Z-algebra, the (non-equivariant) Hochschild–Kostant–Rosenberg
theorem applies only to commutative Z-algebras and their derived counterparts. Thus, to formulate
and prove a real enhancement of the Hochschild–Kostant–Rosenberg theorem, we require these
auxiliary results and constructions:
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▲ Fix a discrete commutative ring k with an involution. Our earlier work implies that the
fixed point C2-Mackey functor k admits a canonical enhancement to a C2-E∞-algebra–in
particular, there exists a notion of C2-E∞-k-algebras [Yan25]. It follows that the real topological
Hochschild homology relative to k is defined and takes C2-E∞-k-algebras to C2-E∞-k-algebras.

▲ We will extend the theory of nonconnective simplicial commutative k-algebras of Bhatt–
Mathew to C2-Mackey functors over the fixed point C2-Mackey functor k (Definition 5.2.12).
We will call these objects derived involutive k-algebras1 and denote the category of such objects
by DAlgσ

k . The objects of DAlgσ
k bear a certain resemblance to Tambara functors, but they are

less general; they may be thought of as derived versions of cohomological C2-Tambara functors
(see Variant 5.3.11(2)). On the other hand, any derived k-algebra can be regarded canonically
as a derived involutive k-algebra by endowing it with the trivial C2-action (Remark 5.3.10).
The category DAlgσ

k admits forgetful functors both to C2-E∞-k-algebras and to the derived
k-algebras of [Rak20]. It also admits all C2-colimits and C2-limits (Proposition 5.2.14); hence,
the real Hochschild homology of (the underlying C2-E∞-algebra of) a derived involutive
k-algebra A is itself a derived involutive k-algebra.

▲ For any derived involutive algebra A, we introduce a notion of h+σ -differential graded A-
module. This is a twisted analogue of a homotopy coherent cochain complex: An object
consists of a graded A-module {X∗}∗∈Z with differentials d : ΣσXi → Xi+1 which square to
zero in a homotopy coherent manner. On underlying objects, the differential Σ1Xe

i → Xe
i+1 is

antilinear with respect to the C2-action (see Remark 6.2.5). Furthermore, there is a notion of a
derived involutive algebra in the category of h+σ -dg A-modules (Definition 6.2.10), which we
refer to as hσ

+-dg derived involutive A-algebras and denote by DGσ
+DAlgσ

A.

With these notions in place, we prove:

Theorem 1.2.1. Let k be a discrete commutative ring with an involution, and let k be the associated fixed
point C2-Mackey functor (Example 2.3.5).

(1) (see §7.1) There exists a functor called real Hochschild homology

HR(−/k) : DAlgσ
k → DAlgσ

k

which is a linearization of THR (Remark 7.1.5) and whose underlying object is Hochschild homology.

(2) (Proposition 6.1.7) There exists a functor called the involutive cotangent complex

L−/k : DAlgσ
k → Modk ;

for a derived involutive k-algebra A, the underlying k-module of LA/k is the ordinary derived cotangent
complex LAe/k.

(3) (Theorem 6.2.22) There exists a functor called the involutive derived de Rham complex

LΩσ,•
−/k : DAlgσ

k → DGσ,≥0
+ DAlgσ

k

whose underlying h+-dg k-algebra is the derived de Rham complex of Ae over k in the sense of [Rak20,
Definition 5.3.3]. For a derived involutive k-algebra A, the underlying graded derived involutive
k-algebra of the involutive derived de Rham complex of A over k can be computed as

LΩσ,•
A/k ≃ LSymσ

A(Σ
σLA/k(1)),

1In keeping with [Cal+23], one might prefer to call these derived commutative k-algebras with genuine involution.
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where LSymσ
A is the free graded derived involutive A-algebra functor.

(4) (Theorem 7.2.6) Given A ∈ DAlgσ
k , there exists a natural decreasing Z≥0-indexed filtration fil≥•HR(A/k)

on HR(A/k) with natural isomorphisms

gr•HR(A/k) ≃ LΩσ,•
A/k fil0HR(A/k) ≃ HR(A/k) .

Moreover, the underlying filtered object of fil≥•HR(A/k) is the filtered Hochschild homology of Ae

over k in the sense of [Rak20].

We refer to the filtration in Theorem 1.2.1(4) as the real Hochschild–Kostant–Rosenberg theorem, or
the HKR filtration. We expect a characterization of the individual terms in the involutive de Rham
complex in terms of an involutive analogue of derived exterior powers, but we defer this question
to future work (see Remark 6.0.1).

Remark 1.2.2 (The filtered involutive circle). As in [Rak20], we characterize filtered real Hochschild
homology by a universal property. In order to do this, we introduce the notion of a filtered Sσ-action
(roughly, an action of Sσ which increases the filtration degree) on a Z-module. A filtered Sσ-action
on a filtered Z-module determines a Sσ-action on its underlying Z-module; its associated graded
Z has a “twisted” differential graded structure. The universal property of filtered real Hochschild
homology is in the C2-∞-category of filtered derived involutive algebras with filtered Sσ-action.
This definition is made possible by the existence of certain involutive bialgebra structure on ZSσ

,
which itself hinges on a remarkable coincidence: the regular slice and Postnikov connective covers
agree on ZSσ

.

Remark 1.2.3. In the non-involutive setting, one may a posteriori identify the resulting filtration on
HH(A/k) (where k, A are discrete and A is smooth over k) with the Postnikov filtration. Here, we
hope to take up the questions of whether our filtration on HR arises from a filtration intrinsic to the
C2-∞-category of k-modules and whether our filtration is complete in future work. However, let us
note that existing work suggests that addressing these questions will be less straightforward than
in the non-equivariant case (compare [HP23], in particular see Lemma 4.26).

We define filtrations on real negative cyclic homology and real periodic cyclic homology, which
are equivariant analogues of negative cyclic homology and periodic cyclic homology. In this
direction, we show:

Theorem 1.2.4. Let k be a discrete commutative ring with an involution, and let k be the associated fixed
point C2-Mackey functor (Example 2.3.5).

(1) (see §6.2) There exists a functor called the Hodge-filtered Hodge complete involutive de Rham cohomol-
ogy σdR∧,≥i

−/k : DAlgσ
k → E∞Alg

(
Fil∧

(
Modk

))
whose underlying object is ordinary Hodge-filtered

Hodge-completed derived de Rham cohomology.

(2) (see §7.3) Let A be a derived involutive algebra over k. There are decreasing Z-indexed filtrations on
real negative cyclic homology fil•HCR− and real periodic cyclic homology fil•HPR with associated
graded pieces given by

griHCR−(A/k) ≃ σdR∧,≥i
A/k [ρi] griHPR(A/k) ≃ σdR∧A/k[ρi] i ∈ Z .

Here (−)[ρi] denotes a shift by i copies of the regular representation sphere. These isomorphisms are
compatible with the equivalences of [Rak20, Proposition 1.2.4].
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Remark 1.2.5. We expect the E∞-algebra structure on the involutive derived de Rham cohomology
of a derived involutive algebra (1) to promote to a C2-E∞ algebra structure (Remark 6.2.28). Our
results in Theorem 1.2.4(2) are only partial: We were unable to delineate precise conditions under
which the filtrations in (2) are complete and exhaustive, and hope to return to this in future work.

At first glance, the main results of this paper are purely formal and take their ideas directly from
[Rak20]. However, underpinning the main theorems is a whole host of technical results devoted
to showing that certain C2-∞-categories, C2-∞-operads, and objects therein have good structural
properties. The reader who is more interested in parametrized ∞-category theory and/or genuine
equivariant homotopy theory might find these results to be of independent interest; let us survey a
selection here.

Theorem 1.2.6 (Corollary 3.1.13, Proposition 3.1.20). The C2-∞-category Gr
(

SpC2
)

(resp. Fil
(

SpC2
)

)
of graded (resp. filtered) C2-spectra admits a canonical C2-symmetric monoidal structure given by parametrized
Day convolution. Moreover, the associated graded functor promotes canonically to a C2-symmetric monoidal
C2-functor.

Proposition 1.2.7 (Proposition 3.2.22). Let A denote a connective E∞-algebra in SpC2 .

(1) The regular slice filtration on A-modules is right separated, i.e. the intersection
⋂

n∈Z τrslice
≤n ModA

(
SpC2

)
is zero.

(2) The regular slice filtration on ModA is right complete, i.e. the canonical functor

ModA → lim (· · · → ModA,rslice≥−1 → ModA,rslice≥0)

is an equivalence.

1.3 Related work

This work was very much inspired by [Rak20]; the reader who is familiar with that work will
immediately notice how many of the ideas in this text (such as the proof of Theorem 7.2.6) are
borrowed from there. However, the usage of genuine equivariant homotopy theory and C2-∞-
categories inevitably introduces additional complexity (for instance, see Warning 2.2.7) and requires
us to prove new foundational results outside of the scope of the earlier cited work. Furthermore,
a number of the results presented here are weaker than might be expected from examining their
non-equivariant counterparts; often this is due to aforementioned subtleties, or because an existing
result in higher algebra has not (yet) been generalized to parametrized higher algebra.

A common subtlety which arises when considering equivariant enhancements of a non-equivariant
notion is: There may be more than one choice (possibly infinitely many). Indeed, another construc-
tion which may be regarded as an equivariant generalization of Hochschild homology is to use
the definition of Hochschild homology in the symmetric monoidal category of k-modules. (Contrast:
A ⊗A⊗A A with A ⊗NC2 A A.) Related work of Mehrle–Quigley–Stahlhauer studies the former
(which exists for arbitrary finite groups G) [MQS24], while we study the latter. Similar consider-
ations apply when comparing our work with that of Blumberg–Gerhardt–Hill–Lawson [Blu+19].
Finally, Michael Hill has introduced a notion of Kähler differentials for Tambara functors for any
finite group G in [Hil17]. Hill’s Kähler differentials is broader in scope than our involutive cotangent
complex; for instance, ours is not defined on the category of all C2-Tambara functors–only the
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cohomological ones. We hazard a guess that our notions agree where they are both defined, but we
do not compare the two theories here as it is out of the scope of the current work.

The relationship between real Hochschild homology and ordinary Hochschild homology with
(naı̈ve) C2-action simplifies substantially when 2 acts invertibly on the base ring. In this setting,
our work is related to and builds off of earlier work of Cortiñas, Loday, Lodder, and Solotar–Vigué-
Poirrier [Cor93a; Cor93b; Lod87; Lod96; SV96]; we discuss how they compare in §7.4.

Some of the main results in this paper were developed independently by Hornbostel and Park
[HP23]. In Theorem 1.1 of their paper, they exhibit a filtration on real Hochschild homology with
associated graded expressed in terms of the cotangent complex, just as we do here. Let us remark
on some key differences between our works here:

▲ The scopes of our works are different: Hornbostel–Park not only prove a Hochschild–Kostant–
Rosenberg theorem for real Hochschild homology, but also use their result on real Hochschild
homology to prove results about real topological Hochschild homology, while our work does
not address these questions. On the other hand, while [HP23] consider arbitrary rings with
involution, their main results are more thorough for the case of rings with trivial involution
(compare Theorem 4.31 with the discussion in and after Remark 4.36 ibid.). The perspective in
this paper puts all rings with involution on equal footing, regardless of whether or not the
involution is trivial.

▲ The methods by which the respective filtrations are constructed diverge; while [HP23] uses
the slice filtration to construct a filtration on HR, we endow HR with a filtration by first
showing τ≥∗Z

Sσ
has the structure of a filtered involutive bialgebra, then defining filHKRHR

to be the universal filtered derived involutive algebra with an action of the filtered involutive
circle. In particular, we introduce a notion of derived (not necessarily connective) involutive
algebras in order to make sense of this algebraic structure on τ≥∗Z

Sσ
, while [HP23] rely on

existing theories of derived equivariant rings.

Angelini-Knoll, Kong, and Quigley have forthcoming work on the real motivic filtration for real
THH and real TC; in the future, we hope to investigate if and how these filtrations are related.

1.4 Outline

What follows is a brief summary of the contents of the paper; for more context and motivation
for the contents of each section, we invite the reader to peruse their introductions. §2 is devoted
to preliminaries concerning equivariance. In particular, §2.1 recalls the ideas, constructions, and
notation regarding parametrized ∞-categories we will use throughout the remainder of the text,
while §2.2 collects structural properties of the genuine equivariant stable category. In §2.3, we
discuss homotopy-coherent genuine equivariant algebraic structures. In §3, we discuss filtered and
graded objects in a C2-∞-category and a C2-parametrized version of the Day convolution monoidal
structure. §4 introduces C2-bialgebras and monoidal structures on their module categories. In §5,
we introduce the theory of derived involutive algebras, a simultaneous generalization of derived
algebras to the equivariant setting and cohomological C2-Tambara functors to the derived setting.
We will use this theory to endow the filtered involutive circle with additional structure. We define
the C2-analogues of the cotangent complex and the de Rham complex and clarify the [involutive]
cochain complex structure inherited by the involutive de Rham complex in §6. We introduce real
Hochschild homology and the filtered involutive circle in §7.1 and arrive at a definition of filtered
real Hochschild homology and prove the main theorem in §7.2, and it is subsequently extended

7



to the real analogues of HP and HC− in §7.3. In §7.4, we revisit classical computations of real
Hochschild homology and dihedral homology to put our results in context.

1.5 Notation & Conventions

We use freely the language of ∞-categories as developed in [Lur09]. We review the theory of
parametrized ∞-categories and parametrized algebras as developed by Barwick, Dotto, Glasman,
Nardin, and Shah [Bar+16a; Bar+16b; Nar17; NS22; Sha23], but the reader should consult the former
references for more details. Remark 2.1.6 gives a precise delineation of what it means for a C2-∞-
category or C2-functor to promote an ordinary ∞-category or functor of ∞-categories. In particular,
if a C2-∞-category is a C2-equivariant enhancement of an ordinary ∞-category, our convention is
to denote it with an underline (see, for instance, Notation 2.3.9 regarding parametrized module
categories or Definition 5.2.12); this is not to be mistaken for [Bar+16b, Definition 7.4].

We co-opt most of the notation of [Rak20], adding a superscript (−)σ to indicate objects which
should be thought of as a direct C2-equivariant analogue of an existing definition.
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2 Genuine equivariance

Let k be a field and let V be a k-vector space. The space of bilinear maps homk⊗k(V ⊗V, k) has a
canonical C2-action induced by the isomorphism τ : V ⊗V ≃ V ⊗V; in coordinates, it is given by
sending a matrix to its transpose. An element of homk⊗k(V ⊗V, k) is symmetric if it is fixed under
this C2-action. In this way, we see that actions of the cyclic group of order two is indispensible to
the study of symmetric bilinear forms.

In this section, we introduce the background and language we will use to describe higher alge-
braic structures equipped with an action of the group C2. We will use the language of parametrized
∞-categories of Barwick–Glasman–Nardin–Shah [Nar17; Sha23; Sha21a; NS22] because it will allow
us to compare our constructions and results to those of [Rak20] in a systematic way. In §2.1, we
recall the basic definitions of C2-∞-categories; in particular, ordinary ∞-categorical notions such
as functors, adjunctions between functors, and limits and colimits have versions internal to C2-∞-
categories. §2.2 is devoted to examples in and structural results pertaining to genuine equivariant
homotopy theory. We survey existing theories of equivariant algebra and homotopy coherent
equivariant algebra in §2.3; this will set the stage for our notion of strictly commutative equivariant
algebras, to be introduced in §5.
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2.1 Parametrized ∞-categories

Let G be a finite group.

Recollection 2.1.1. The orbit category OG is the category with objects finite transitive G-sets and
morphisms G-equivariant maps. We let FinG denote the finite coproduct completion of OG, i.e. the
category of finite G-sets and G-equivariant maps. We recall that Oop

G is an orbital ∞-category in the
sense of Definition 1.2 of [Nar17].

Definition 2.1.2 ([Bar+16b, Definition 1.3]). A G-∞-category is a cocartesian fibration p : C → Oop
G .

A morphism of G-∞-categories is a map F of ∞-categories over Oop
G :

C D

Oop
G

p

F

q

which takes p-cocartesian arrows in C to q-cocartesian arrows in D. We will write GCat∞ for the
large ∞-category of small G-∞-categories.

Note that for each G/H ∈ Oop
G , the pullback of the cocartesian fibration p along the inclusion

{G/H} ↪→ Oop
G determines an ordinary ∞-category, which we denote interchangeably by CH

or CG/H . When H = {e} is the trivial subgroup, we will denote CH by Ce and refer to it as the
underlying ∞-category of the G-∞-category C.

Remark 2.1.3 ([Lur09, §3.2.2; Sha23, Example 2.5]). Let Cat∞ denote the large ∞-category of small
∞-categories. There is a universal cocartesian fibration U → Cat∞ such that pullback induces an
equivalence

Fun
(
Oop

G ,Cat∞

)
≃ Catcocart

∞/Oop
G

.

Informally, a C2-∞-category is the data of

▲ an ∞-category CC2 ,

▲ an ∞-category with C2-action Ce, and

▲ a functor CC2 → Ce which lifts along the C2 homotopy fixed points (Ce)hC2 → Ce. In particular,
if Ce is endowed with the trivial C2-action, then (Ce)hC2 ≃ (Ce)BC2 ≃ Fun(BC2, Ce) comprises
objects in Ce with (naı̈ve) C2-action.

In particular, we see that a cocartesian section σ : Oop
C2
→ C is determined by its value on σ(C2/C2).

Informally, we regard the category of cocartesian sections of C as the category of objects in C.

Notation 2.1.4. To lighten notational burden, we write G-∞-category instead of Oop
G -∞-category,

and similarly for other phrases. If we want to say that a G-∞-category C is such that Ct has a certain
property for all t ∈ Oop

G , we say that it has that property fiberwise or pointwise. The same applies to
modifiers for functors of G-∞-categories.

Recollection 2.1.5 ([Bar+16b, §10; Sha23, Recollection 5.18]). Let C be a G-∞-category. Then the
vertical opposite Cvop to C is the G-∞-category characterized by canonical equivalences (Cvop)H ≃
CH,op for each G/H ∈ OG so that under these equivalences, the restriction functors in Cvop classified
by morphisms in Oop

G are identified with (the opposite of) the restriction functors in C. In other
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words, if C is classified by the functor F : Oop
G → Cat∞ (see Remark 2.1.3), then Cvop is classified by

the composite Oop
G

F−→ Cat∞
(−)op

−−−→ Cat∞.

Remark 2.1.6. Let C,D be C2-∞-categories, suppose F : C → D is a C2-functor and G : Ce → De. If
there is an equivalence Fe ≃ G, we say that F recovers G on underlying ∞-categories or that G can
be promoted to a C2-functor. If H : CC2 → DC2 and there is an equivalence FC2 ≃ H, we say that F
recovers H on C2-fixed points.

Notation 2.1.7. The ∞-category of C2-∞-categories has finite limits [Bar+16b, §9]. If C, D are two
C2-∞-categories, we write C × D for the product C2-∞-category, and likewise for fiber products.
We do not use the less ambiguous notation (−)×(−) of loc. cit. in order to streamline notation for
fiber products.

We will use the notion of parametrized functor categories of [Sha23, §3] to define real Hochschild
homology.

Proposition 2.1.8 ([Sha23, Proposition 3.1; Bar+16b, Construction 5.2]). Let C → Oop
G , D → Oop

G
be cocartesian fibrations. Then there exists a cocartesian fibration Fun(C,D)→ Oop

G such that under the
straightening-unstraightening equivalence of Remark 2.1.3, Fun(C,D) represents the presheaf

E 7→ homOop
G

(
E ×Oop

G
C,D

)
.

Definition 2.1.9 ([Lur17, Definition 7.3.2.2]). Suppose given a commutative diagram of ∞-categories

C D

E
q p

G

. (2.1.10)

We will say that G admits a left adjoint relative to E if it satisfies one of the following equivalent
conditions:

(1) The functor G admits a left adjoint F. Moreover, for every object C ∈ C, the functor q carries
the unit of the adjunction uC : C → G(F(C)) to an equivalence in E .

(2) There exists a functor F : C → D and a natural transformation u : idC → G ◦ F which exhibits
F as a left adjoint to G, with the property that q(u) is the identity transformation from q to
itself.

Definition 2.1.11 ([Sha23, Definition 8.3]). Suppose given a diagram (2.1.10) so that E = Oop
G and

suppose that C,D are G-∞-categories. The functors F, G comprise a G-adjunction if they satisfy both

▲ The functors F and G are both G-functors

▲ The functors F and G form a relative adjunction relative to Oop
G .

While the left adjoint in a relative adjunction over Oop
G is automatically a G-functor, the right

adjoint does not necessarily preserve cocartesian arrows (contrast the dual to [Lur17, Proposition
7.3.2.6] with [Lur17, Proposition 7.3.2.11]). The following results provide conditions under which
the existence of a G-adjunction can be checked pointwise.
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Proposition 2.1.12. Let a diagram as in (2.1.10) be given and assume that q and p are coCartesian
categorical fibrations and that G takes p-cocartesian edges to q-cocartesian edges. Assume further that for
every morphism α : E→ E′ ∈ E :

(1) The functors α∗ : CE → CE′ and α∗ : DE → DE′ admit right adjoints α∗ : CE′ → CE and α∗ : DE′ →
DE.

(2) The canonical natural transformation GE′ ◦ α∗ → α∗GE is an equivalence for each α ∈ E .

Then if for each object E ∈ E , GE : DE → CE admits a left adjoint FE, then G admits a left adjoint F relative
to E which agrees with FE fiberwise. Moreover, F takes q-cocartesian edges to p-cocartesian edges.

Corollary 2.1.13. Suppose G : D → C is a C2-functor so that D, C admit finite C2-products which are
preserved by G. If G admits left adjoints fiberwise, then it admits a left C2-adjoint.

Proof. The assumption that D and C admit finite C2-products which are preserved by G is a
restatement of the assumptions of Proposition 2.1.12; the result follows immediately.

There is a dual statement, proved in a similar way.

Corollary 2.1.14. Suppose G : D → C is a C2-functor so that D, C admit finite C2-coproducts which are
preserved by G. If G admits right adjoints fiberwise, then it admits a right C2-adjoint.

Proof of Proposition 2.1.12. Let C ∈ CE, and write D = FE(C) and u for the counit u : C → G(FE(C)).
By the proof of [Lur17, Proposition 7.3.2.11], it suffices to show that for all D′ ∈ D, u induces an
equivalence

HomD(D, D′) ≃ HomC(C, G(D′)) .

By assumption, we know that for all D′ ∈ DE, we have an equivalence

HomDE(D, D′) ≃ HomCE(C, G(D′)) .

Since p and q are cocartesian fibrations, for any D′ ∈ D, we have maps

HomD(D, D′) HomE (p(D), p(D′))

HomC(C, G(D′)) HomE (q(C), q ◦ G(D′))

hp

hq

(2.1.15)

To show that the left vertical arrow in (2.1.15) is an equivalence, it suffices to show that for any
α ∈ HomE (p(D), p(D′)) = HomE (q(C), q ◦ G(D′)), the fibers of the horizontal maps over α are

equivalent. The result follows from the identifications (where
(1)
≃ indicates that an equivalence

follows from assumption (1) in the statement of the proposition)

fibα(hq) ≃ HomCp(D′)
(α∗(C), Gp(D′)(D′))

(1)
≃ HomCp(D)

(C, α∗Gp(D′)(D′))

(2)
≃ HomCp(D)

(C, Gp(D)α∗(D′))

≃ HomDE(FE(C), α∗(D′))
(1)
≃ HomDp(D′)

(α∗FE(C), D′) ≃ fibα(hp) .
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There are parametrized notions of limits and colimits.

Notation 2.1.16 ([Sha23, Notation 2.29]). Let B be a G-∞-category and write Arcocart(B) for the full
subcategory of Ar(B) on the cocartesian edges of B. Given an object b ∈ Bt, write

b := {b} ×B,ev0 Arcocart(B)

which we think of as a “G-point of B.” Given a morphism π : E → B of G-∞-categories, we write

Eb := b×ev1,B,π E

for the parametrized fiber of π over b. Note that Eb is a (Oop
G )t/−-∞-category.

Definition 2.1.17 ([Sha23, Definition 5.1-2]). Let C → Oop
G be a G-∞-category and let σ : Oop

G → C
be a cocartesian section. We say that σ is S-initial if σ(s) is an initial object for all s ∈ Oop

G . Dually,
we say that σ is S-final if σ(s) is a final object for all s ∈ Oop

G .
Let K, C be G-∞-categories and let p : K ⋆Oop

G
Oop

G → C be an extension of a G-functor p : K → C.
There is a commutative diagram

S FunG(K ⋆Oop
G
Oop

G , C)

S FunG(K, C)

σp

σp

so that σp defines a cocartesian section σp of C(p,Oop
G )/−. We say that p is a G-colimit diagram if σp is

a G-final object.
If p is a G-colimit diagram, we say that p|σp is a G-colimit of p.
Dually, substituting Oop

G ⋆Oop
G

K for K ⋆Oop
G
Oop

G leads to the definition of a G-limit diagram.

Relative adjunctions and parametrized colimits interact in the expected way:

Proposition 2.1.18 ([Sha23, Corollary 8.9]). Let C,D be T -∞-categories, and let F : C −→←− D : G be a
T -adjunction F ⊣ G. Then F preserves T -colimits and G preserves T -limits.

The following is a consequence of [Sha23, Proposition 5.11]. Note that our notation differs
somewhat from that of Shah’s–what we think of as pullback/restriction α∗ : CK → CH along a
morphism α : G/H → G/K is denoted by α! in their work.

Proposition 2.1.19 ([Sha23, Proposition 5.11]). Let C be a G-∞-category and let α : G/H ↠ G/K be a
morphism in OG. Let π : M→ ∆1 be the cartesian morphism classified by α∗ : CK → CH . Let

p :
(
Oop

G

)G/H
→ C ×Oop

G

(
Oop

G

)G/K

be a
(
Oop

G

)G/K
-functor and let x = p(idG/H) ∈ CH . Then the data of a

(
Oop

G

)G/K
-colimit diagram

extending p yields a π-cocartesian edge e in M with d0(e) = x and lifting 0→ 1.
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Example 2.1.20 ([Sha23, Proposition 5.11]). Let G = C2 and C = SpcC2 . Let X :
(
Oop

C2

)C2/e
→ C

classify a C2-space. Then the C2-colimit of the diagram X exists and is given by the C2-space
∅→ X ⊔ X where C2 acts by swapping the factors of X in the disjoint union.

The notion of a parametrized colimit diagram not only generalizes Definition 2.1.17 but also
allows us to show that G-colimits have suitable functoriality.

Definition 2.1.21 ([Sha23, Definition 9.13]). Let ϕ : C → D be a G-cocartesian fibration. A G-functor
F : C ⋆D D → E is a D-parametrized G-colimit diagram if for every object x ∈ D, the x-functor
F|Cx⋆x x : Cx ⋆x x → Es is a s-colimit diagram.

The existence of parametrized G-colimits can be checked ‘fiberwise.’

Theorem 2.1.22 ([Sha23, Theorem 9.15]). Let ϕ : C → D be a G-cocartesian fibration and let F : C → E
be a G-functor. Suppose that for every object x ∈ D, F : Cx → Es admits a s-colimit. Then there exists a
D-parametrized G-colimit diagram F : C ⋆D D → E extending F.

2.2 G-spaces and G-spectra.

In this section, we consider two examples of G-∞-categories: G-spaces and G-spectra. In particular,
we introduce several objects in these categories which we will see later on, and discuss structural
properties of these categories which we will need.

Recollection 2.2.1. A G-space is a functor Oop
G → Spc, or equivalently, a functor Finop

G → Spc
which take coproducts in OG to products in Spc. We will denote the category of G-spaces by SpcG.
By [Bar+16b, Theorem 7.8], there is a G-∞-category SpcG so that the fiber over G/H is the ordinary
∞-category SpcH .

Given a G-space X : Oop
G → Spc and a G-equivariant map S

f−→ T, we will refer to f ∗ = X( f ) : X(T)→ X(S)
as the restriction map associated to f .

The G-∞-category of G-spectra SpG is [Nar16, Definition 7.3 & Corollary 7.4.1] applied to

D = SpcG.

Example 2.2.2 (Sign representation sphere). Let G = C2 = {1, σ}. There is a C2-space, denoted by
Sσ, whose underlying space with C2-action is given by (Sσ)e = S1 = {z ∈ C | |z| = 1}, with the
C2 action via complex conjugation. Its C2-fixed points are given by (Sσ)C2 = {±1} = S0, and the
restriction map (Sσ)C2 → (Sσ)e is given by the inclusion. This C2-space is denoted Sσ because it is
the one-point compactification of the sign representation of C2 on R.

Because complex conjugation respects multiplication of complex numbers, the group structure
on S1 lifts to a C2-monoid structure on Sσ in the category of C2-spaces.

Example 2.2.3 (Regular representation sphere). Consider the regular representation R[C2] of C2, and
write Sρ for its one-point compactification. Then (Sρ)e ≃ S2 with C2-action given by reflection about
a plane P, and the C2 fixed points (Sρ)C2 is given by S1, and the restriction map (Sρ)C2 → (Sρ)e is
given by the natural identification S2 ∩ P ≃ S1.

The category of G-spectra is obtained from the category of G-spaces by asking for the existence
of transfers indexed by finite G-sets. We begin by recalling that such an indexing category is
well-defined as an ∞-category.
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Proposition 2.2.4. Let G be a finite group. Then there exists an ∞-category Span(FinG) having

▲ the same objects as FinG

▲ homotopy classes of morphisms from V to U in Span(FinG) are in bijection with diagrams V ← T → U
up to isomorphism of diagrams fixing V and U.

▲ The composite of V ← T → U and U ← S→W is equivalent to the diagram V ← T ×U S→W.

Moreover, Span(FinG) is semiadditive, i.e. finite coproducts and products are isomorphic, and are given on
underlying G-sets by the disjoint union.

Proof. The construction of Span(FinG) is [Bar17, Proposition 5.6] applied to [Bar17, Example 5.4].
The (0-)semiadditivity of Span(FinG) follows from noticing that Span(FinG) is a module over
Span(Fin) and [Har20, Corollary 3.19].

Definition 2.2.5. Let G be a finite group and let Span(FinG) be the span category of Proposition
2.2.4. Let C be an additive ∞-category. Then the category of C-valued G-Mackey functors is given by

MackG(C) := FunΣ (Span(FinG), C)

where the right-hand side denotes the full subcategory on functors which take direct sums in
Span(FinG) to products in C. We will denote the category of genuine equivariant G-spectra by
SpG = MackG(Sp).

Let G/H be a transitive G-set. Note there is a map Span(Fin) → Span(FinG) given by
S 7→ ⊔SG/H. Since this map preserves coproducts, restriction along this map induces a func-
tor (−)H : MackG(C) −→ Sp(C) which lands in spectrum objects in C. This is the H-categorical fixed
points. When H = {e} will sometimes call this the underlying object.

Since our primary group of interest is G = C2, hereafter we will understand ‘Mackey functor’
(without a specified G) as referring to a C2-Mackey functor. Note that given a G-Mackey functor
X : Span (FinG)→ Spc, restriction along the inclusion Finop

G = Span (FinG, all,=)→ Span (FinG)
gives a G-space. However, a G-Mackey functor comprises more data: given any map of finite G-sets
f : S→ T, we will refer to its covariant image X( f ) : X(S)→ X(T) as the transfer map associated to
f .

Example 2.2.6 (Constant Mackey functors). Given a discrete abelian group k, we consider it
equipped with the trivial involution and associate to it the constant Mackey functor k with kC2 =

ke = k. Since the inclusion Mod♡k → Modk preserves direct sums, taking Eilenberg-Mac Lane
spectra gives us a Mackey functor k ∈ MackC2(Sp).

Warning 2.2.7. There are several competing notions of ‘linearization’ in the genuine equivariant
setting. The C2-Mackey functor Z should not be confused with Z⊗ S0 (or trivC2(Z) in the notation
of [PSW22]; also see [Kal11]) or the C2-Burnside Mackey functor AC2 with Z-coefficients [GS14];
the former is cohomological in the sense of [Web00, §7].

On module categories, we see the forgetful functor Modk → MackC2(Modk) ≃ Modk⊗S0 is far
from being an equivalence. In particular, the (k-linearized) Burnside functor is not in the image
of the forgetful functor. See [TW95, Proposition 16.3] for a 1-categorical version of this statement.
Explicitly, the C2-Mackey functors Z and AC2 satisfy

ZC2 = Z A
C2
C2

= Z{C2, C2/C2}
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while the C2-fixed points of trivC2(Z) lives in a pullback diagram (2.2.14)

trivC2(Z)C2 Z

ZhC2 ZtC2

;

in particular, it is not discrete.

Notation 2.2.8 ([Lew88, p.57]). The data of a C2-Mackey functor M can be summarized in a diagram
of the form

MC2

Me

Res Tr

m 7→σ(m)

where we write σ for the nontrivial element of C2 and the lower loop expresses the C2-action on the
underlying object of M. Such a diagram is referred to as a Lewis diagram.

Remark 2.2.9. Though our description of G-spectra is quite algebraic, the Guillou–May theorem
[GM17, Theorem 0.1] implies that the category of G-spectra may alternatively be regarded as a
stabilization of the category of G-spaces with respect to smashing by representation spheres. In par-
ticular, the classical adjunction between G-suspension spectra lifts to a G-adjunction Σ∞

G : SpcG
∗
−→←−

SpG : Ω∞
G whose value on each orbit G/H is the (Σ∞

H , Ω∞
H) adjunction between H-spaces and

H-spectra.

Recollection 2.2.10. If C is a presentable symmetric monoidal ∞-category, then MackG(C) inherits
a symmetric monoidal structure via Day convolution so that [BGS20]. We defer more detailed
discussion of algebraic structures (and their parametrized enhancements) to §2.3.

Notation 2.2.11. If V is a G-representation on a finite-dimensional real vector space, we write
ΣV(−) = Σ∞

G SV ⊗ − : SpG → SpG and refer to it as suspension by the representation V. In
particular, we have Σρ(−) and Σσ(−) of Examples 2.2.3 and 2.2.2, resp. We will use the notations
Σρ(−) and (−)[ρ] interchangeably, and likewise for arbitrary representation spheres.

There is an alternative way of understanding MackG(C) as a recollement when C is stable and
cocomplete. Since the complexity of this formula grows with the complexity of the lattice of
subgroups of G, we recall the result for G = Cp cyclic of prime order.

Proposition 2.2.12. There is an equivalence of stable ∞-categories

SpCp = MackCp(Sp)→ SpBCp ×Sp Ar(Sp)

X 7→
(

Xe, ΦCp X := cofib
(
(Xe)hCp

tr−→ XCp
)
→ (Xe)tCp

) (2.2.13)

where the map Ar(Sp)→ Sp is evaluation at the target. We call ΦCp X the [Cp]-geometric fixed points of
X.
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Given a triple
(

Xe, ΦCp X → (Xe)tCp
)

on the right hand side of (2.2.13), we can reconstruct the
Cp-categorical fixed points of the image of the triple under the inverse equivalence of Proposition
2.2.12 from the following pullback square

XC2 ΦC2 X

(Xe)hC2 XtC2

. (2.2.14)

We will refer to the pullback square (2.2.14) as the recollement square for X. We will refer to the exact
sequence of spectra

XhC2 −→ XC2 −→ ΦC2 X (2.2.15)

as the isotropy separation sequence for X. There is also a relative version of Proposition 2.2.12:

Proposition 2.2.16. Let A be an E∞-ring in SpCp . Then there is a stable recollement

ModBC2
Ae ModA(SpC2) ModΦC2 A(Sp)

(−)e

ΦC2
.

Proof. The result follows from [Sha21b, Theorem 1.2], which implies that the recollement of Propo-
sition 2.2.12 is symmetric monoidal in the sense of [Sha21b, Definition 2.20].

Recollection 2.2.17. (Postnikov t-structure on genuine C2-spectra) [Deg+19, Corollary 1.3.16; BGS20,
Example 6.3] There is a t-structure on SpC2 where

▲ An object X is connective if Xe and XC2 are both connective.

▲ An object X is coconnective iff Xe and XC2 are both coconnective.

The heart of this t-structure is equivalent to C2-Mackey functors valued in abelian groups.
Suppose X ∈ SpC2 such that Xe is n-connective. By the isotropy separation sequence (2.2.15),

XC2 is n-connective if and only if ΦC2 X is n-connective. It follows that the Postnikov filtration is
symmetric monoidal, i.e. if X, Y ∈ SpC2 are n, m-connective respectively, then X ⊗ Y is (n + m)-
connective.

Lemma 2.2.18. Let A be a connective E∞-ring in SpC2 . Then the t-structure on ModA = ModA

(
SpC2

)
is right-complete.

Proof. Because (−)e and (−)C2 are jointly conservative, the Postnikov t-structure on ModA is
right-separated. Now notice that ModA admits countable coproducts, and moreover countable
coproducts of coconnective objects remain coconnective. Then by [AN21, Lemma A.6], the t-
structure on ModA is right-complete.

We recall the regular slice filtration on SpC2 of [Ull13].

Definition 2.2.19 ([Ull13, §3]). Let H ⊆ C2 be a subgroup. We will refer to a C2-genuine equivariant
spectrum of the form C2⊗H SnρH as a regular slice cell, and say that the regular slice cell has dimension
n · |H|.
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We write τrslice
≥n SpC2 for the localizing subcategory of SpC2 generated by regular slice cells of

dimension ≥ n, and describe the objects therein as regular slice n-connective.
We say that a C2-spectrum X is regular slice n-coconnective (cf. [HHR21, Definition 11.1.1; HHR21,

Definition 4.8]) if, for all regular slice cells S of dimension > n, the mapping space homSpC2 (S, X)

is contractible.

Example 2.2.20. Let n ≤ 0. Then Snσ is a regular n-slice, i.e. it is regular slice n-connective but not
regular slice (n + 1)-connective.

To show that Snσ is not regular slice (n + 1)-connective, it suffices to observe that if M ∈ SpC2
≥n+1,

then Me must be (non-equivariantly) (n + 1)-connective. To show that Snσ is regular slice n-
connective, we induct on |n| and use the exact sequence

S−nσ → S−(n−1)σ → Σ−(n−1)σC2 ≃ Σ−(n−1)C2 .

For future reference, we note that for any m, Smρ is a regular (2m)-slice.

Observation 2.2.21. The equivalence − ⊗ Sρ : SpC2 ∼−→ SpC2 restricts to an equivalence of full
subcategories τrslice

≥n SpC2 ∼−→ τrslice
≥n+2SpC2 .

Remark 2.2.22. The inclusion of regular slice n-connective C2-spectra into all C2-spectra admits
a right adjoint τrslice

≥n . It follows immediately from the definitions that a C2-spectrum X is regular
slice n-coconnected if and only if τrslice

≥n X ≃ 0.

Observation 2.2.23. There are inclusions of regular slice-connective localizing subcategories as
follows: τrslice

≥k SpG ⊂ τrslice
≥n SpG (τrslice

≥k ModA ⊂ τrslice
≥n ModA) for all k ≥ n.

The following result allows us to check regular slice connectivity of a C2-spectrum one orbit at a
time; it should be compared to [HHR16, §4.4.1; Hil12, Theorem 6.14 & Remark 6.15].

Lemma 2.2.24. Let X ∈ SpC2 (resp. ModA(SpC2) where A is an E∞-algebra in SpC2 so that Ae and
ΦC2 A are both connective). Then the following are equivalent:

(1) The object X is regular slice n-connective.

(2) Xe is n-connective and ΦC2 X is ⌈ n
2 ⌉-connective.

Proof of Lemma 2.2.24. We discuss the proof in the case A = S0; the general case follows from the
same argument in view of [Lur17, Proposition 7.1.1.13]. That (1) implies (2) follows readily from
Definition 2.2.19 and the fact that ΦC2 (Σ∞Smρ) = Σ∞ (

(Smρ)C2
)
= Sm.

To show the converse statement, we introduce some notation which will be used in the proof.
Write ẼPC2 , EPC2 for the C2-spaces(

ẼPC2

)C2
= ∗

(
ẼPC2

)e
= S0(

EPC2

)C2 = ∗
(
EPC2

)e
= ∅

of [May96, §V.4] (compare [MNN17, §6]). We first show that the geometric spectrum ẼPC2 ⊗ Sm is
regular slice ≥ n if m ≥ ⌈ n

2 ⌉. The inequality implies that 2m ≥ n, hence in the exact sequence

EPC2 ⊗ Smρ → Smρ → ẼPC2 ⊗ Smρ ≃ ẼPC2 ⊗ Sm
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the left and middle terms are both regular slice ≥ n. By definition of a localizing subcategory, it
follows that the right-hand term is also regular slice ≥ n. Now for an arbitrary C2-spectrum X,
consider the exact sequence

EPC2 ⊗ X → X → ẼPC2 ⊗ X .

By our assumption that Xe is n-connective, the left-hand term is regular slice ≥ n. Now by the
previous argument and our assumption that ΦC2 X is ⌈ n

2 ⌉-connective, the right hand term is regular
slice ≥ n. Again by definition of a localizing subcategory, it follows that X is also regular slice
≥ n.

Lemma 2.2.25. Let X ∈ SpC2 (resp. ModA(SpC2) where A is an E∞-algebra in SpC2 so that Ae and ΦC2 A
are both connective). Suppose that X is regular slice n-coconnective for n ≤ 0. Then Xe is n-coconnective
and XC2 is ⌊ n

2 ⌋-coconnective.

Remark 2.2.26. In view of Lemma 2.2.24, the usage of categorical fixed points in Lemma 2.2.25
(instead of geometric fixed points) may be surprising. An illustrative example is Z: Despite ΦC2Z

not being n-coconnective for any n ≥ 0, Z is regular slice 0-coconnective. In particular, even
though there exists a nontrivial map ΦC2

(
Σ2Z

)
→ ΦC2 (Z), it does not arise as ΦC2 of any map of

Z-modules. To see this, note that any map f : Σ2Z→ Z determines a diagram

τ≥2ZtC2 ≃ ΦC2
(
Σ2Z

)
ΦC2 (Z) ≃ τ≥0ZtC2

(Σ2Z)tC2 ZtC2 .

ΦC2 f

( f e)tC2

Since Z is coconnective, f e is trivial, hence so is ( f e)tC2 . Since the vertical maps are injective on π∗,
ΦC2 f must be the zero map.

Proof of Lemma 2.2.25. We discuss the proof in the case A = S0; the general case follows from the
same argument in view of [Lur17, Proposition 7.1.1.13]. Recall that C2 ⊗ Sm is a regular slice m-cell.
If X is regular slice n-coconnective, then the mapping space homSpC2 (C2 ⊗ Sm, X) ≃ Ω∞Σ−mXe is
contractible for all m > n. In particular, it follows immediately that Xe is n-coconnective.

To prove the statement about XC2 , let us replace n by 2n + 1 and induct on |n|. Suppose X is
regular slice (−1)-coconnective. Then S0ρ = S0 is a regular slice 0-cell and the mapping space
homSpC2

(
S0, X

)
≃ Ω∞XC2 is contractible, so XC2 is (−1)-connective.

Now suppose X is regular slice (2n− 1)-coconnective. By the inductive hypothesis, ΣρX is
regular slice (2n + 1)-coconnective, so (ΣρX)C2 is ⌊ 2n+1

2 ⌋ = n-coconnective. Writing Sρ ≃ ΣSσ ≃
cofib(ΣC2 → ΣC2/C2), we have an exact sequence of spectra ΣXe → Σ(XC2) → (ΣρX)C2 . In
particular, in the long exact sequence · · · → πℓXe → πℓXC2 → πℓ+1 (ΣρX)C2 → · · · , the left
and right terms are both zero for all ℓ+ 1 ≥ n + 1, hence XC2 is n− 1 = ⌊ 2n−1

2 ⌋-coconnective as
desired.

2.3 Genuine equivariant algebra

In this section, we introduce G-E∞-algebras and show that the Eilenberg–Mac Lane spectra associ-
ated to certain discrete Mackey functors (Notation 2.3.5) inherit a G-E∞-algebra structure. Just as
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G-Mackey functors are (roughly) obtained from abelian groups by allowing addition indexed by
finite sets with G-action (in addition to the existing addition indexed by finite sets), G-E∞-rings are
(roughly) obtained from E∞-rings by allowing multiplication indexed by finite G-sets. In particular,
the Hill–Hopkins–Ravenel norms NG

H play the role of a smash product indexed by the G-set G/H.
We will use the notion of C2-E∞ rings introduced in [NS22], which are expected to agree with
N∞-algebras of [BH15].

Since we do not need the full strength of parametrized ∞-operads in this work, we sketch the
definitions and constructions we will need for this paper; the interested reader is invited to peruse
[NS22] for more detail.

Recollection 2.3.1 ([NS22, §2]). Write FinC2 for the category of finite sets with C2-action, i.e. the
finite coproduct completion of OC2 . There is a parametrized ∞-category FinC2,∗ whose fiber over
C2/e is

(
FinC2

)
C2/−/C2

and whose fiber over C2/C2 is
(
FinC2

)
∗/−/∗. The restriction map is given

by pullback. Now, given an object U ∈
(
FinC2

)
T/−/T and an orbit W ⊆ U, write iW : U → W for

the map which collapses U \W to the basepoint T. A C2-symmetric monoidal C2-∞-category is a
cocartesian fibration p : C⊗ → FinC2,∗ so that for all T ∈ OC2 and for all U ∈

(
FinC2

)
T/−/T , the

p-cocartesian maps over iW induce equivalences

C⊗U
∼−→ ∏

W∈Orbit(U)

C⊗W .

Given a C2-symmetric monoidal C2-∞-category p : C⊗ → FinC2,∗, the C2-∞-category C2E∞Alg(C)
of C2-E∞-algebras in C is the C2-∞-category of sections of p which carry inert morphisms in FinC2,∗
to p-cocartesian morphisms. If p : C⊗ → FinC2,∗, q : D⊗ → FinC2,∗ are C2-symmetric monoidal C2-
∞-categories, a C2-symmetric monoidal functor from C to D is a morphism of cocartesian fibrations
from p to q.

Example 2.3.2 ([NS22, Example 2.4.2]). There is a C2-symmetric monoidal C2-∞-category
(

SpC2
)⊗
→

FinC2,∗ whose underlying C2-∞-category is SpC2 . In particular, the p-cocartesian morphism asso-

ciated to the map C2/e → C2/C2 classifies the Hill–Hopkins–Ravenel norm NC2
e : Sp → SpC2

[HHR16, Definition A.52].

The (large) ∞-category of presentable ∞-categories with left adjoint functors, equipped with the
symmetric monoidal Lurie tensor product, is an indispensable tool to higher category theory. Next,
we recall the C2-parametrized analogue of these ideas. We begin with the parametrized analogue of
the condition that a functor F : C ×D → E of ordinary ∞-categories preserves colimits separately
in each variable.

Recollection 2.3.3 ([NS22, Definition 3.2.4; Nar17, §3.3; QS22, Definition 5.16]). Let C⊗ be a C2-
symmetric monoidal C2-∞-category. The C2-symmetric monoidal structure on C is said to be
C2-distributive if, roughly, it preserves C2-colimits separately in each variable. Let us note that SpcC2

∗
with the smash product C2-symmetric monoidal structure and SpC2 with the smash product and
Hill–Hopkins–Ravenel norm C2-symmetric monoidal structure are distributive ([NS22, p.34] and
[Nar17, Corollary 3.28], resp.).

Recollection 2.3.4. There is a C2-symmetric monoidal C2-∞-category C2PrL of presentable C2-
∞-categories with morphisms given by distributive functors [Nar17, Definition 3.24]. By [NS22,
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Theorem 5.1.4(3)], C2E∞Alg
(

C2PrL
)

has coproducts. Given presentable C2-∞-categoriesC and D,

regard them as objects of C2E∞Alg
(

C2PrL
)

via C2-cocartesian C2-symmetric monoidal structure

[NS22, Example 2.4.1]. Denote their coproduct in C2E∞Alg
(

C2PrL
)

by C ⊗C2 D.

Next, we show that C2-Green functors which arise as the fixed point functors associated to
discrete rings with involution may be regarded as C2-E∞-ring spectra in a canonical way.

Notation 2.3.5. Let k be a commutative ring with involution endowed with an involution. Write k
for the C2-Green functor with kC2 = kC2 , where kC2 denotes the strict fixed points of the C2-action
on k, and ke = k. When k is given the trivial involution, this agrees with Example 2.2.6.

Proposition 2.3.6. Let k be a discrete commutative ring with a given involution. Then the fixed point C2-
Green functor k (Notation 2.3.5) canonically acquires the structure of a C2-E∞-algebra. Moreover, suppose
that k′ is another discrete commutative ring with an involution and f : k → k′ is a map of commutative
rings respecting the involution. Then f canonically induces a map k→ k′ of C2-E∞-rings.

Proof. The result follows from a nearly identical argument to that of [Yan25, Theorem 5.1]; one only
needs to observe that the strict fixed points kC2 of the involution on k satisfies kC2 ≃ π0

(
khC2

)
≃

τ≥0khC2 .

The C2-E∞-structure on k allows us to define a relative norm.

Definition 2.3.7. Let A be a C2-E∞-ring. We define the relative norm to be

NC2 : ModAe (Sp)→ ModA

(
SpC2

)
M 7→ A⊗NC2 Ae NC2 M.

Proposition 2.3.8. Let C be a distributive C2-symmetric monoidal C2-∞-category and let A be a C2-E∞-
algebra in C. Then the C2-∞-category ModA (C) admits a C2-symmetric monoidal refinement. Moreover,
the C2-symmetric monoidal structure on ModA is distributive in the sense of Recollection 2.3.3.

Notation 2.3.9. In the setting of Proposition 2.3.8, we will write ModA for the C2-∞-category
ModA (C), we will write ModA for the ∞-category ModC2

A , and we will write Mode
A for the under-

lying ∞-category ModAe .

Proof of Proposition 2.3.8. The first statement can be proved using the same strategy as [Yan25,
Proposition A.8]. The latter statement follows from the fact that C was assumed to be distributive
and C2-colimits in ModA are computed in C Proposition A.0.21.

Remark 2.3.10. For the purposes of this paper, a ‘Cp-Tambara functor’ is a Cp-E∞-algebra object
in Mod♡k (see Variant 2.3.12) with respect to the box product and the norm on discrete Mackey
functors [Maz13]. This agrees with the definition in terms of polynomial functors; see [Cno+24].

Definition 2.3.11 ([DPJ22, Appendix A; Sul23, Definition 3.13]). A G-Tambara functor B is said to
be cohomological if for all subgroups K ≤ H ≤ G and x ∈ BH , NH

K ResH
K (x) = x[H:K].
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The condition appearing in Definition 2.3.11 can be regarded as the multiplicative analogue of
asking for Mackey functors to be cohomological. If M is a cohomological G-Mackey functor, the
free G-Tambara functor on M is not necessarily cohomological as a Tambara functor.

Variant 2.3.12. By [Lur17, Proposition 1.4.4.11; AN21, Proposition A.15], there is a t-structure
on Modk(SpC2) where an object X is connective if Xe and XC2 are both connective in SpG, that
is Modk(SpG)≥0 = Modk(SpG

≥0). The heart of this t-structure is equivalent to modules over k in
C2-Mackey functors.

The following is a special case of [LM06, Theorem 1.3].

Proposition 2.3.13. The Mod♡k -tensor product given on Mackey functors M, N by π0(M⊗ N) can be
identified with the box product on C2-Mackey functors of Lewis [Lew81, p. 5; Lew88, p. 61; Shu10, p. 9].

Remark 2.3.14. Commutative algebras with respect to the symmetric monoidal structure on Mod♡k
are often referred to as Green functors [Dre73, p. 19].

Notation 2.3.15. Let k be the constant C2-Mackey functor associated to a commutative ring k.
Suppose S is a finite C2-set. We will write k[S] := k ⊗S0 Σ∞

C2,+S ∈ Modk(SpC2) and abbreviate
k = k[C2/C2].

Warning 2.3.16. Let M ∈ Modk. We write M∨ = homk(M, k) for the dual in Mackey functors,
which is not to be confused with a different type of duality which utilizes precomposing with the
anti-autoequivalence Span(FinG) ≃ Span(FinG)

op [TW95, §4].

3 Filtered and graded objects

Just as filtered and graded objects are indispensable to the ordinary Hochschild–Kostant–Rosenberg
theorem, filtered and graded objects in parametrized ∞-categories will play a key role in our main
theorem. In §3.1, we introduce filtered and graded objects in a C2-∞-category and show that they
inherit parametrized enhancements of structural properties possessed by ordinary ∞-categories
of filtered and graded objects. In §3.2, we introduce a parametrized version of the filtrations
considered in [Wil17] and discuss various filtrations on C2-∞-categories of filtered and graded
objects which will be useful to us later.

While writing this section, this author wanted to prove a C2-symmetric monoidal enhancement
of the equivalence of [Rak20, Theorem 3.2.14], but was stymied by the absence of a parametrized
Tannakian reconstruction result. We content ourselves with Proposition 3.1.24 for now. While we
expect similar statements to hold for filtered and graded objects in suitable G-∞-categories for other
finite groups G, we do not pursue this matter here.

3.1 Definitions

In this section, we introduce filtered and graded objects in C2-∞-categories and prove C2-parametrized
enhancements of many of the results contained in [Lur14, §3.1-2]. In particular, we show that if C
is a distributive C2-symmetric monoidal C2-∞-category, then the C2-∞-categories of graded and
filtered objects in C themselves admit C2-symmetric monoidal structures given by parametrized
Day convolution (Corollary 3.1.13). Moreover, the associated graded C2-functor is C2-symmetric
monoidal (Proposition 3.1.20).
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Recollection 3.1.1. Consider Z as a (1-)category with objects the integers and a unique morphism
n→ m if n ≥ m. We will abuse notation and denote the ∞-categorical nerve of Z similarly. Let Zδ

be the category with the same objects but no nontrivial morphisms, i.e. a discrete category. There is
evidently an inclusion ι : Zδ → Z. The operation of addition on the integers endows both Zδ and
Z with symmetric monoidal structures.

Definition 3.1.2. Let C be a C2-∞-category, and write ZC2 , Zδ
C2

for the constant C2-∞-categories at
Z and Zδ, respectively [Bar+16b, Example 2.2]. The C2-∞-category of filtered objects in C is given by
Fil(C) := Fun(ZC2 , C) and the C2-∞-category of graded objects in C is Gr(C) = Fun(Zδ

C2
, C), where

Fun(−,−) denotes the parametrized functor categories of Proposition 2.1.8.

Remark 3.1.3. Let C be a C2-∞-category. A C2-object in Fil(C) is a morphism X : Z×Oop
C2
→ C

of cocartesian fibrations over Oop
C2

, or equivalently, an ordinary functor Z → CC2 . Thus we see
that under the equivalence of Remark 2.1.3, the C2-∞-category Fil(C) is given by the diagram
Fil

(
CC2

)
→ Fil (Ce) ↶ C2, where the C2-action on Fil (Ce) is inherited from Ce. We may abuse

notation and denote a filtered or graded object by X∗ where ∗ ∈ Z.

Recollection 3.1.4. Suppose that C is a C2-∞-category which admits sequential colimits pointwise,
which are preserved by the restriction functor CC2 → Ce.

(a) Given a filtered object X : Oop
C2
→ Fil(C), we can associate to it its parametrized colimit

|X| = colimn∈Z Xn (compare [Sha23, Corollary 5.9]). Since the underlying C2-∞-category of
Z+

C2
is constant, by [Sha23, Proposition 5.8] the parametrized colimit is computed pointwise

by the usual colimit of filtered objects.

(b) Restriction along the constant map c : ZC2 → {∗} defines a C2-functor c : C → Fil(C) sending
every object Y : Oop

C2
→ C to the constant filtered object c(Y). A filtration on Y is a morphism of

filtered objects α : X∗ → c(Y). A filtration on Y is exhaustive if α induces an equivalence on
colimits |X| ≃ |c(Y)| ≃ Y.

By [Sha23, Theorem 10.5], there is a C2-adjunction colim ⊣ c.

Notation 3.1.5. Given n ∈ Z, we can restrict along the inclusion evn : Gr(C)→ C, evn : Fil(C)→ C.
These functors admit fully faithful left C2-adjoints insn : C → Fil(C), Gr(C).

Remark 3.1.6. Let C be a C2-presentable C2-∞-category. We can form the associated graded of a
filtered object, which participates in a C2-adjunction:

X∗ 7→ gr(X)n := cofib(Xn+1 → Xn)

gr : Fil(C) −→←− Gr(C) : ζ

{· · · 0−→ Xn
0−→ Xn−1

0−→ · · · } ← [ X∗ .

(3.1.7)

Definition 3.1.8. Let C be a C2-stable C2-∞-category which admits sequential limits, which are
preserved by the restriction functor CC2 → Ce. A filtered object X∗ is said to be complete if
limn→∞ Xn = 0. We denote the full C2-subcategory on complete filtered objects by Fil∧(C).

The next observation is an immediate consequence of its non-parametrized counterpart [GP18,
Lemma 2.15] and Corollary 2.1.13.
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Observation 3.1.9. Let C be a C2-presentable C2-stable C2-∞-category which admits sequential
limits, which are preserved by the restriction functor CC2 → Ce. The inclusion Fil∧(C) ↪→ Fil(C)
admits a left C2-adjoint, which we call completion and denote by (−)∧.

Remark 3.1.10. Restriction along the canonical fiberwise inclusion Zδ
C2
→ ZC2 induces a C2-functor

und: Fil(C)→ Gr(C) which associates to a filtered object its underlying graded object. The functor
und admits a left C2-adjoint spl : Gr(C)→ Fil(C) given on objects by spl(X∗)j ≃

⊔
i≥j Xi. We will

say that a filtered object X is split if there is an equivalence spl(gr(X)) ≃ X in Fil(C).

We need a bit more preparation in order to be able to make sense of filtered and graded
equivariant algebras.

Construction 3.1.11. Let Zδ, Z denote the monoidal categories used to define filtered and graded
objects in Definition 3.1.2. Consider the functors

g : Span
(
FinC2

)
→ Cat∞ f : Span

(
FinC2

)
→ Cat∞

U ≃
⊔

W∈Orbit(U)

W 7→ ∏
W∈Orbit(U)

(
Zδ

)
U ≃

⊔
W∈Orbit(U)

W 7→ ∏
W∈Orbit(U)

Z

(
W⊔n ∇−→W

)
7→

((
Zδ

)n +−→ Zδ
) (

W⊔n ∇−→W
)
7→

(
Zn +−→ Z

)
(W⊔n ←↩ W : ιi) 7→

((
Zδ

)n pi−→ Zδ
)

(W⊔n ←↩ W : ιi) 7→
(

Zn pi−→ Z
)

(C2 → C2/C2) 7→
(

Zδ ·2−→ Zδ
)

(C2 → C2/C2) 7→
(

Z
·2−→ Z

)
(C2/C2 ← C2) 7→

(
Zδ = Zδ

)
(C2/C2 ← C2) 7→ (Z = Z)

where ιi denotes inclusion of the ith component, pi is projection onto the ith component, and W
denotes some object in the orbit category Oop

C2
. Notice that g and f are determined by their values

on the aforementioned objects and morphisms.

Consider the composites FinC2,∗
s−→ Span

(
FinC2

) g−→ Cat∞ and FinC2,∗
s−→ Span

(
FinC2

) f−→ Cat∞.
Denote the corresponding Grothendieck constructions by Z

δ,+
C2
→ FinC2,∗ and Z+

C2
→ FinC2,∗,

respectively. Notice that the inclusion Zδ → Z induces a natural transformation g =⇒ f , which
in turn induces a morphism Z

δ,+
C2
→ Z+

C2
of cocartesian fibrations.

Lemma 3.1.12. The C2-∞-categories Z
δ,+
C2
→ FinC2,∗ and Z+

C2
→ FinC2,∗ of Construction 3.1.11 are

FinC2,∗-promonoidal in the sense of Definition 3.1.1 of [NS22].

Proof. Since Z
δ,+
C2
→ FinC2,∗ and Z+

C2
→ FinC2,∗ were defined as cocartesian fibrations over FinC2,∗,

it suffices to show that the structure morphisms exhibit Z
δ,+
C2

and Z+
C2

as C2-∞-operads. This follows
from unravelling the definitions of f and g, as the morphism spaces in Zδ and Z are either empty
or contractible.

Corollary 3.1.13. For any distributive C2-symmetric monoidal ∞-category C⊗ (Recollection 2.3.3), there
are C2-symmetric monoidal ∞-categories Gr(C)⃝⋆ := F̃un

(
Zδ

C2
, C

)
and Fil(C)⃝⋆ := F̃un

(
ZC2 , C

)
. Their

underlying C2-∞-categories are given by Gr(C) = Fun(Zδ
C2

, C) and Fil(C) = Fun(ZC2 , C), respectively.
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Moreover, the symmetric monoidal structures on Gr(C)t and Fil(C)t for any t ∈ Oop
C2

agree with the usual
Day convolution symmetric monoidal structure.

Proof. The first statement follows from Theorem 3.2.6 of [NS22] and Lemma 3.1.12. The descriptions
of the underlying C2-∞-categories follows from Proposition 3.1.9 of loc. cit. The last statement
follows by definition of a C2-colimit diagram (compare the proof of [Sha23, Corollary 5.9]).

Corollary 3.1.14. Let A be a C2-E∞-algebra in SpC2 . Then parametrized Day convolution induces a C2-
symmetric monoidal structure on Gr (ModA) and Fil (ModA). On underlying ∞-categories, this recovers
the Day convolution symmetric monoidal structure on Gr (ModAe(Sp)) and Fil (ModAe(Sp)), resp.

Proof. Follows from Proposition 2.3.8 and Corollary 3.1.13.

Remark 3.1.15. In the situation of Notation 3.1.5, if C is in addition endowed with a C2-symmetric
monoidal structure, then ins0 is a C2-symmetric monoidal functor, so ev0 is lax C2-symmetric
monoidal.

Variant 3.1.16. Suppose C is pointed. We denote Fil≥0(C) = Fun
(
Z≥0,C2 , C

)
, equivalently given

by the full C2-subcategory of Fil(C) on filtered objects X∗ such that the map Xn ≃ Xn−1 for n ≤ 0.
Similarly, we have a C2-∞-category Gr≥0(C) = Fun

(
Zδ
≥0,C2

, C
)

, equivalently given by the full
C2-subcategory of Gr(C) on filtered objects X∗ such that Xn ≃ ∗ for n < 0. Restriction along
the inclusions Z≥0,C2 ↪→ ZC2 and Zδ

≥0,C2
↪→ Zδ

C2
induce C2-adjunctions ins≥0 : Fil≥0(C) −→←−

Fil(C) : ev≥0 and ins≥0 : Gr≥0(C) −→←− Gr(C) : ev≥0.
When C is C2-symmetric monoidal, the functors ins≥0 are C2-symmetric monoidal, so ev≥0 are

lax C2-symmetric monoidal.

As with ordinary Day convolution, the norm on graded and filtered objects (i.e., Day convolution
indexed by the C2-set C2) admits an explicit description.

Lemma 3.1.17. Let
(

SpC2
)⊗

be the C2-∞-category of C2-spectra, endowed with the distributive C2-
symmetric monoidal structure of [NS22, Example 2.4.2].

▲ Let A ∈ Sp and write A(ℓ) ∈ Gr(Sp) for the graded object which is concentrated in degree ℓ. Under
the C2-symmetric monoidal structure of Corollary 3.1.13 and (2.2.14), we have(

NC2 (A(ℓ))
)e
≃ (A(ℓ))

⃝⋆ 2 ≃ (A⊗ A) (2ℓ) ΦC2
(

NC2 (A(ℓ))
)
≃ A(2ℓ) .

In particular, if B is any graded object, then
(

NC2(B)
)e

m ≃
⊕

i+j=m Be
i ⊗ Be

j and ΦC2
(

NC2 B
)

2m ≃
Be

m.

▲ Let A be a filtered object in Sp. Then the norm of A as a filtered object in SpC2 satisfies(
NC2(A)

)e

m
≃ (Ae ⃝⋆ τ Ae)m in SpBC2

ΦC2
(

NC2(A)
)

2m
≃ ΦC2

(
NC2(A)

)
2m+1

≃ Ae
m in Sp ,

where C2 acts on Ae ⃝⋆ τ Ae by both permuting the factors of Ae and acting on both components with
the given action on Ae.
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Proof. We prove the case of filtered objects; the case for graded objects is similar.
Taking FinC2,∗ = O⊗, C⊗ = Z+

C2
, and x = C2, y = C2/C2 in Proposition 3.2.2 of [NS22] gives a

formula for the norm of a filtered object in terms of a parametrized left Kan extension. Unraveling
definitions, we see that C⊗x has non parametrized fibers

(
C⊗x

)
C2/C2

≃ Z,
(
C⊗x

)
C2
≃ Z×Z while on

the other hand,
(
C⊗y

)
C2/C2

≃
(
C⊗y

)
C2
≃ Z. By a similar argument to that of the proof of [Yan25,

Theorem 4.15], a C2-colimit of an SpC2 -valued diagram may be computed, under the recollement of
Proposition 2.2.12, as two ordinary colimit diagrams satisfying compatiilities. The result follows
immediately from these considerations.

Observation 3.1.18. Consider the adjunction (spl, und) of Remark 3.1.10 and assume that C is a
distributive C2-symmetric monoidal C2-∞-category [NS22, Definition 3.2.4]. By [Lur09, Proposition
1.1.2.2 & Corollary 2.4.6.5], Z

δ,+
C2
→ Z+

C2
is a fibration of C2-∞-operads ([NS22, Definition 2.2.1]).

Taking C⊗ = Z
δ,+
C2

, O⊗ = Z+
C2

, and P⊗ = FinC2,∗ in [NS22, Remark 4.3.6], it follows that spl is
C2-symmetric monoidal and und is lax C2-symmetric monoidal.

Lemma 3.1.19. Write S[t] = und(Sfil) where Sfil is the unit object in filtered C2-spectra. Since und is lax
symmetric monoidal (Observation 3.1.18), S[t] has a C2-E∞-algebra structure. The forgetful C2-functor

und: Fil
(

SpC2
)
→ Gr

(
SpC2

)
promotes to a C2-symmetric monoidal equivalence

θ : Fil
(

SpC2
) ∼−→ ModS[t]

(
Gr

(
SpC2

))
.

On underlying ∞-categories, θ recovers the ordinary symmetric monoidal equivalence of [Lur14, Proposition
3.1.6] (also denoted θ).

Proof. That θ is lax C2-symmetric monoidal follows from Corollary 3.1.13. Building on that, it
suffices to show that if X is a filtered C2-spectrum, the canonical map NC2(θ(X))⃝⋆ NC2 (S[t]) S[t] ≃
θ(NC2(X)) is an equivalence. The result follows from Lemma 3.1.17 and the observation that, as a
module over NC2 (S[t]), there is an equivalence S[t] ≃ NC2 (S[t])⊕ NC2 (S[t]) (−1).

Proposition 3.1.20. Let C be a distributive C2-stable C2-symmetric monoidal C2-∞-category. Then the
associated graded functor (3.1.7) promotes to a C2-symmetric monoidal functor gr : Fil(C)⃝⋆ → Gr(C)⃝⋆ ,
where filtered and graded objects in C are given the C2-symmetric monoidal structures of Corollary 3.1.13.

Proof. Our proof will be quite similar to [Lur14, §3.2]. We will consider the universal case C = SpC2 ;

the result for general C follows from the equivalences Gr(C) ≃ Gr
(

SpC2
)
⊗ C and Fil(C) ≃

Fil
(

SpC2
)
⊗ C in the (large) ∞-category of C2-presentable C2-∞-categories.

Now we may regard SpC2 ≃ Fun
(
{0}, SpC2

)
as a C2-localization of Fil

(
SpC2

)
via the inclusion

{0} ⊆ Z. This localization is compatible with the C2-symmetric monoidal structures on SpC2

and Fil
(

SpC2
)

in the sense of [NS22, §2.9, in particular see Remark 2.9.3]; this follows from the
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description of the norm in Lemma 3.1.17. As a consequence, there is a unique C2-E∞-algebra
structure on the filtered C2-spectrum A characterized by

An =

{
S if n = 0
0 else

so that the unit map Sfil → A restricts to an equivalence S
∼−→ A0. On underlying spectra, the map

of algebras Sfil → A agrees with that of [Lur14, Proposition 3.2.5].
Now the previous argument together with Lemma 3.1.19 imply that there is an equivalence

ModA

(
Fil(SpC2)

) ∼−→ ModAModS[t]

(
Gr

(
SpC2

))
≃ Gr

(
SpC2

)
. (3.1.21)

The result follows from noting that the associated graded C2-functor is equivalent to the com-
posite

Fil
(

SpC2
) −⃝⋆A−−−→ ModA

(
Fil

(
SpC2

)) ≃−→ Gr
(

SpC2
)

,

where the latter equivalence is (3.1.21).

Remark 3.1.22. Let C be a C2-symmetric monoidal C2-∞-category admitting geometric real-
izations. Let A be an augmented C2-E∞ algebra object in C. Since the forgetful C2-functor
E1Alg

(
C2E∞Alg(C)

)
→ C2E∞Alg(C) is an equivalence by [Ste25], using Proposition A.0.14, we

may take the bar construction in C2E∞Alg(C) to obtain Bar(A) as a C2-object in coAlg
(

C2E∞Alg(C)
)

,
i.e. a C2-E∞-co-E1-bialgebra object in C. Since C2E∞Alg(C)→ C preserves geometric realizations,
the underlying E1-coalgebra object of Bar(A) agrees with the ordinary bar construction for Oop

C2
-

cocartesian families of augmented algebra objects.

Notation 3.1.23. Let C be a distributive C2-presentable C2-symmetric monoidal C2-∞-category.
Write D∨− = Bar(1gr[t]); by Remark 3.1.22, it is a C2-E∞-co-E1-bialgebra object in Gr(C). We write
D− for the dual of D∨−, which we regard as an E1-co-C2-E∞-bialgebra in Gr(C) by Proposition
4.1.30. It also follows from Remark 3.1.22 that the underlying object of D− admits a formula as in
[Rak20, Notation 3.2.11]:

D− ≃


1 if n = 0
1[−1] if n = −1
0 else.

Proposition 3.1.24. Let C be a distributive C2-stable C2-presentable C2-symmetric monoidal C2-∞-category,
and let 1 denote the unit. Suppose further that C admits C2-limits indexed by ZC2 . There is a canonical
ComO≃C2

-monoidal equivalence gr : Fil∧(C) → ModD−(C) (see Notation 3.1.23) making the following
diagram commute

Fil(C) Gr(C)

Fil∧(C) ModD−(Gr(C)) .

(−)∧

gr

gr
U
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Remark 3.1.25. As noted at the beginning of §3, we expect the equivalence of Proposition 3.1.24 to
refine to one of C2-symmetric monoidal C2-∞-categories.

Proof of Proposition 3.1.24. By Proposition A.0.14, the result is equivalent to exhibiting an equiva-
lence of Oop

C2
-cocartesian families of symmetric monoidal ∞-categories. The result follows from

observing that [Rak20, Theorem 3.2.14] is suitably natural in colimit-preserving symmetric monoidal
functors.

3.2 Slices and truncations

In this section, we introduce various filtrations on categories of graded and filtered objects which
will be useful later. Unlike in [Rak20], where the filtrations under consideration arise from t-
structures, we will consider filtrations which do not arise from a t-structure. This can be thought of
as reflecting the peculiarities of the C2-equivariant category (which admits infinitely many possible
filtrations which measure connectivity of underlying and geometric fixed point spectra at different
speeds, cf. [Wil17]). Alternatively, this might be regarded as reflecting the ‘motivic’ nature of
working C2-equivariantly [Hea19].

Definition 3.2.1 ([Wil17, Definition 1.41]). Let C be a C2-stable C2-∞-category. A filtration F on C is
a sequence of full C2-subcategories

· · · ⊆ C≥n ⊆ C≥n−1 ⊆ · · · C

so that for each n, the inclusion C≥n ⊆ C admits a right C2-adjoint Pn : C → C≥n. Write C≤n−1 for the
full C2-subcategory of C on those objects X ∈ Ct which Pn(X) = 0 ∈ (C≥n)t. Write Fn = C≥n ∩ C≤n
and refer to this as the subcategory of n-slices. We will refer to F0 as the heart of the filtration.

This generalizes the filtrations we are familiar with.

Proposition 3.2.2. Consider the sequences of full C2-subcategories

(a) SpC2
rslice≥n

generated by those C2-spectra which are regular slice n-connective (Definition 3.2.20).

(b) SpC2
≥n

generated by those C2-spectra which are n-connective with respect to the Postnikov t-structure
(Definition 2.2.17).

Both sequences of C2-subcategories define a filtration on SpC2 in the sense of Definition 3.2.1. A similar
result holds for ModA, where A is a connective E∞-algebra in SpC2 .

Proof. We sketch the proof for A = S0; the general case is identical. Note that the left adjoint
C2 ⊗− : Sp→ SpC2 to the restriction functor evaluated on an n-connective ordinary spectrum is
both regular slice n-connective (see Lemma 2.2.24) and Postnikov n-connective. The result now
follows from Corollary 2.1.14.

Definition 3.2.3. Let C be a C2-symmetric monoidal C2-∞-category. A filtration F on the underlying
C2-∞-category C is compatible with the C2-symmetric monoidal structure if the following conditions
are satisfied:

(i) The subcategory of coconnective objects C≤0 is closed under filtered colimits;
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(ii) The unit object 1C lies in C≥0;

(iii) If X, Y ∈ C≥0, then X⊗Y ∈ C≥0.

(iv) If X ∈ Ce
≥0, then NC2

e X ∈ C≥0.

Remark 3.2.4. If C is a C2-symmetric monoidal C2-∞-category with a filtration which is compatible
with the C2-symmetric monoidal structure, then Ce is an ordinary symmetric monoidal ∞-category
equipped with a compatible filtration.

The following is an immediate consequence of [NS22, Theorem 2.9.2].

Proposition 3.2.5. Let C⊗ be a C2-symmetric monoidal C2-∞-category. Suppose C is equipped with
a filtration (C, C≤0, C≥0) which is compatible with the C2-symmetric monoidal structure in the sense of
Definition 3.2.3. Then

(a) C≥0 inherits a canonical C2-symmetric monoidal structure so that the inclusion C≥0 → C admits a
C2-symmetric monoidal structure.

(b) The heart (C≥0)≤0 inherits the structure of a C2-symmetric monoidal ∞-category so that τ≤0 : C≥0 →
(C≥0)≤0 admits a C2-symmetric monoidal structure.

Definition 3.2.6. Given a filtration F on a C2-∞-category C, Gr(C) inherits several filtrations.

(a) A graded object X∗ ∈ Gr(C) is n-connective in the neutral F-filtration if X∗ ∈ C≥n for all n.

(b) An object X∗ ∈ Gr(C) is n-connective in the positive F-filtration if X∗ ∈ C≥n+∗ for all n. Denote
the C2-∞-category Gr(C) equipped with this filtration by Gr(C)F+ .

(c) An object X∗ ∈ Gr(C) is n-connective in the negative F-filtration if X∗ ∈ C≥n−∗ for all n. Denote
the C2-∞-category Gr(C) equipped with this filtration by Gr(C)F− .

When C = SpC2 or ModA for A a connective E∞-ring spectrum in SpC2 , we will denote the latter

two by Gr
(

SpC2
)

rslice±
or Gr (ModA)rslice± , respectively.

Remark 3.2.7. Let A be a connective E∞-ring spectrum in SpC2 . Consider the negative regular slice
filtration of Definition 3.2.6 for C = ModA. The heart of this filtration can be identified with the full
C2-subcategory of Fun

(
Zδ

C2
, ModA

)
on those functors F : Zδ ×

(
Oop

C2

)
t/
→ (ModA)t so that for

each n, F(n,−) takes values in regular (−n)-slices. Similarly, the heart of the positive regular slice
filtration of Definition 3.2.6 can be identified with the full C2-subcategory of Fun

(
Zδ

C2
, ModA

)
on

those functors F : Zδ ×
(
Oop

C2

)
t/
→ (ModA)t so that for each n, F(n,−) takes values in regular n-

slices. We will denote these C2-∞-categories by Gr (ModA)
♡
rslice±

, or Gr
(

rslice♡∓
)

if A is understood.

Observation 3.2.8. Let k denote the fixed point C2-Green functor associated to a discrete ring
with involution. Recall [Ull13, Corollary 8.9] which characterizes regular 1-slices as those discrete
cohomological C2-Mackey functors whose restriction maps are injective and the fact that ⊗Sρ

defines an equivalence from the category of regular n-slices to the category of (n + 2)-slices. It
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follows that the functor−
[
−⌈ n

2 ⌉ρ + σ
]
≃ −

[
−⌊ n

2 ⌋ρ− 1
]

defines an equivalence2 from the category
of regular n-slices to the category of 1-slices when n is odd. Thus, we have C2-functors

(−)
[
−⌈∗

2
⌉ρ + ε(∗)σ

]
: Gr

(
Modk

)♡
rslice+ → Gr

(
Mod♡k

)
X∗ 7→ F(X)n := Xn

[
−⌈n

2
⌉ρ + ε(n)σ

]
(−)

[
⌈∗

2
⌉ρ− ε(∗)1

]
: Gr

(
Modk

)♡
rslice− → Gr

(
Mod♡k

)
(where ε(n) = 1 if n is odd and zero otherwise) which are fully faithful and have the same essential
image: those graded k-modules Mn in C2-Mackey functors so that the restriction map on Mn is
injective for all n odd. Write Gr

(
Modk

)♡
r± for their essential image.

Write Gr
(
Modk

)♡
r for the heart of the neutral regular slice filtration on Gr

(
Modk

)
; this category

is canonically identified with Gr
(

Mod♡k
)

.

Proposition 3.2.9. Let A a C2-E∞-algebra in SpC2 which is connective with respect to the Postnikov
t-structure. Then the neutral, positive, and negative regular slice filtrations of Definition 3.2.6 (also
see Proposition 3.2.2) are all compatible with the C2-symmetric monoidal structure on Gr (ModA) from
Corollary 3.1.13.

Remark 3.2.10. The analogue of Proposition 3.2.9 does not hold for the Postnikov filtration, because
NC2 does not take n-connective spectra to 2n-connective C2-spectra unless n ≤ 0.

Proof of Proposition 3.2.9. The result follows from the definition of compatibility in view of Lemma
2.2.24 and Lemma 3.1.17.

Remark 3.2.11. Let k be the fixed point C2-Mackey functor associated to a discrete ring with an
involution. By Proposition 3.2.5, there are induced C2-symmetric monoidal structures on the hearts
of the neutral, positive, and negative regular slice filtrations on Gr

(
Modk

)
. In particular, the positive

and negative regular slice filtrations induce a Koszul C2-symmetric monoidal structure ⃝⋆ K on
Gr

(
Modk

)♡
r± , while the neutral slice filtration induces the Day convolution C2-symmetric monoidal

structure ⃝⋆ D on Gr
(

Mod♡k
)

. Identifying Gr
(
Modk

)♡
r± with full subcategories of Gr

(
Mod♡k

)
using Observation 3.2.8, this agrees with the usual C2-symmetric monoidal structure on graded
Mackey functors, with tensor product and norm given by parametrized Day convolution, but
with two changes. In addition to the symmetry isomorphism incorporating the Koszul sign
convention, the C2-action on the norm is twisted by (−1). In particular, if A is a C2-commutative
algebra in Gr

(
Mod♡k

)
with respect to the Koszul sign rule and a ∈ Ae

2ℓ+1 is in odd degree, then

n(a) = −n(σ(a)) ∈ AC2
4ℓ+2. We will write Gr

(
Modk

)♡,⃝⋆ K
r± for the C2-category Gr

(
Modk

)♡
r± with the

Koszul C2-symmetric monoidal structure.3

2In writing this equivalence, we made a choice; we could have used the functor −
[
−⌈ n

2 ⌉ρ + 1
]
≃ −

[
−⌊ n

2 ⌋ρ− σ
]

which
identifies regular n-slices with those cohomological C2-Mackey functors for which the transfer map Me → MC2 is surjective.

3We have not compared our notion of C2-graded commutative algebra with that of [AB18], but let us note that Angeltveit–
Bohmann consider a more general notion: Their indexing category is the representation ring RO(G).
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An important aspect of [Rak20] is relating positive and negative t-structures on graded objects;
in particular, this allows Raksit to define cohomology for a h+-cochain complex. We prove an
involutive enhancement of this correspondence in Proposition 3.2.15. In order to do so, we first
introduce a parametrized enhancement of the Picard space for a C2-symmetric monoidal C2-∞-
category.

Notation 3.2.12. Let C be a C2-symmetric monoidal C2-∞-category. Write Pic(C) for its correspond-
ing Picard space; at each orbit, Pic(C) is the ordinary Picard space of CC2/H . Since invertible objects
are closed under symmetric monoidal functors, Pic(C) is a grouplike C2-E∞-monoid in C2-spaces.
In particular, we may regard it as the infinite loop space associated to a connective C2-spectrum.

Observation 3.2.13. Let A be a connective C2-E∞-algebra in SpC2 . As in [MS16, Example 2.2.2],
there is an isomorphism π1Pic (ModA) ≃ π0 (Ω∞ A)× of C2-Mackey functors, where π0 (Ω∞ A)× is
the C2-Mackey functor of units in the C2-Tambara functor π0 A. Furthermore, there is an equivalence
of C2-spaces τ≥1ΩPic (ModA) ≃ τ≥1 (Ω∞ A)×.

Let C be a Z-linear C2-stable C2-presentable distributive C2-symmetric monoidal C2-∞-category
and consider the C2-functor which shears

Gr (C)
[±ρ∗]−−−→ Gr (C)

X∗ 7→ F(X)n := Σ±ρnXn.
(3.2.14)

Proposition 3.2.15. Let C be a Z-linear C2-stable C2-presentable distributive C2-symmetric monoidal
C2-∞-category.

(1) The shear functor [±ρ∗] of (3.2.14) is a C2-symmetric monoidal equivalence of C2-∞-categories with
inverse [∓ρ∗] : X∗ 7→ Σ∓ρ∗Xn. Suppose C = ModA for A a connective C2-E∞-Z-algebra. Then the
functors [±ρ∗] promote to filtered equivalences

[ρ∗] : Gr (ModA)rslice−
−→←− Gr (ModA)rslice+ : [−ρ∗]

between the negative and positive regular slice filtrations of Definition 3.2.6 on Gr (ModA). In
particular, they induce inverse equivalences on hearts

[ρ∗] : Gr (ModA)
♡
rslice−

−→←− Gr (ModA)
♡
rslice+

: [−ρ∗] .

(2) On underlying spectra, [±ρ∗] recovers the equivalences [±2∗] of [Rak20, Proposition 3.3.4].

Proof of Proposition 3.2.15. (1) Similarly to [Rak20, Proof of Proposition 3.3.4], a C2-functor

ψ± : Zδ
C2
→ Pic(ModZ)

n 7→ Σ±nρC2 Z
(3.2.16)

defines an autoequivalence of Gr(C) via the adjoint of

Zδ
C2
×Gr(C) (ψ±◦π1,ev)−−−−−−→ Pic(ModZ)× C

⊗−→ C.
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By the universal property of the parametrized Day convolution [NS22, Proposition 3.1.7], it
suffices to upgrade the map of spaces (3.2.16) to a morphism of grouplike C2-E∞-C2-spaces.
Using Observation 3.2.13, consider the Whitehead tower of the Picard C2-space

π1
(
Pic(ModZ)

)
[1] τ≥1Pic(ModZ) π0Pic(ModZ)

Z/2Z[1] Pic(ModZ) A
≃≃ ≃ (3.2.17)

where A is the Burnside C2-Mackey functor. To obtain our desired map, it suffices to show
that Z → π0Pic(ModZ) ≃ A classified by [C2] ∈ AC2 admits lifts (as maps of connective
C2-spectra) along each stage of this tower.

Since the map Z
[C2]−−→ A is homotopic to the composite Z

[C2/C2]−−−−→ A tr−→ A, the composite

Z → A κ−→ Z/2Z[2] is homotopic to the composite Z
[C2/C2]−−−−→ A κ−→ Z/2Z[2] tr−→ Z/2Z[2],

which is canonically nullhomotopic because the transfer map is zero on the constant Mackey
functor with value Z/2Z.

(2) Let ψ± be as in the proof of (1); taking underlying ∞-groupoids, ψe
± are maps of grouplike

E∞-spaces. The result follows from the observation that ψe
± are canonically identified with

the maps ±ϕ which are used to define the functors [±2∗] in [Rak20, Proposition 3.3.4].

Now, let us consider filtrations on Fil (C). Doing so will allow us to show that given a C2-E∞

algebra A in SpC2 , the regular slice-connective covers τrslice
≥∗ A interact nicely with the normed

multiplication structure on A (Remark 3.2.21).

Notation 3.2.18. Let A be a C2-E∞-algebra in SpC2 which is connective. Let Fil (ModA)
rslice
≥∗ denote

the full C2-subcategory of those filtered objects X≥∗ such that Xn is regular slice n-connective for all
n. By Lemma 2.2.24, its fiber over C2 is Fil (ModAe(Sp))P

≥∗, where the latter denotes the category of
[Rak20, Construction 3.3.6], i.e. consisting of those filtered objects X⋆ so that Xn is n-connective
for all n. Write ι for the inclusion C2-functor ι : Fil (ModA)

rslice
≥∗ ⊆ Fil (ModA), which exists by

Observation 2.2.23.

Proposition 3.2.19. Let A be a C2-E∞-algebra in SpC2 which is connective.

(a) The inclusion C2-functor ι : Fil (ModA)
rslice
≥∗ ⊆ Fil (ModA) admits a right C2-adjoint τR

≥∗.

(b) The C2-functor ι is C2-symmetric monoidal, and τR
≥∗ is lax C2-symmetric monoidal.

Proof. Note that Fil (ModA) and Fil (ModA)
rslice
≥∗ have C2-coproducts, which are preserved by the

inclusion ι. Now (a) follows from Corollary 2.1.14. To prove (b), note that the subcategory is
compatible with the C2-symmetric monoidal structures on Fil (ModA) (Corollary 3.1.13) in the
sense of [NS22, Proposition 2.9.1] by Lemmas 2.2.24 and 3.1.17. The result follows from Theorem
2.9.2 of loc. cit.

Definition 3.2.20 (cf. [Ull13; Wil17]). Let A be a C2-E∞-algebra in SpC2 which is connective. Denote
the diagonal C2-functor by δ : ModA → Fil (ModA) and let τR

≥∗ denote the connective cover with
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respect to the regular slice filtration (Proposition 3.2.19). use τrslice
≥∗ to denote the composite

ModA
δ−→ Fil (ModA)

τR
≥∗−−→ Fil (ModA)

rslice
≥∗

which we call the regular slice filtration.

Remark 3.2.21. The regular slice filtration functor τrslice
≥∗ is lax C2-symmetric monoidal since δ, τR

≥∗
both are. In particular, it takes C2-E∞-algebra objects to C2-E∞-algebra objects.

Proposition 3.2.22. Let A denote a connective E∞-algebra in SpC2 .

(1) The regular slice filtration is right separated, i.e. the intersection
⋂

n∈Z τrslice
≤n ModA

(
SpC2

)
is zero.

(2) The regular slice filtration on ModA is right complete, i.e. the canonical C2-functor

ModA → lim
(
· · · → ModA,rslice≥−1 → ModA,rslice≥0

)
is an equivalence.

Corollary 3.2.23. Let A denote a connective E∞-algebra in SpC2 . The composite

ModA
τrslice
≥∗−−−→ Fil (ModA)

colim−−−→ ModA

is canonically equivalent to the identity functor.

Proof of Proposition 3.2.22. Part (1) follows from Lemma 2.2.25 and right-separatedness of the Post-
nikov t-structure on SpC2 . In view of the fact that limits in diagram categories are computed
pointwise, Part (2) follows from (1).

4 Bialgebras and their modules

Let Sσ denote the circle-with-flip-action, regarded as a C2-monoid object in SpcC2 . Then there is an
equivalence of C2-∞-categories

ModZ[Sσ ] ≃ Fun
(

BSσ, ModZ

)
(4.0.1)

which recovers the equivalence ModZ[S1] ≃ Fun
(

BS1, ModZ

)
on underlying ∞-categories. More-

over, we may regard (4.0.1) as an equivalence of Oop
C2

-families of symmetric monoidal ∞-categories,
which recovers the pointwise symmetric monoidal structure on Fun

(
BS1, ModZ

)
. However, the C2-

monoid structure endows ModZ[Sσ ] with additional structure: the twisted diagonal map Sσ → ∏C2
S1,

x 7→ (x, σx) induces a map of C2-E∞-algebras ∆τ : Z[Sσ] → NC2Z[S1] where NC2 is the relative
norm of Definition 2.3.7. Given a Z[S1]-module M, we may canonically regard NC2 M as a Z[Sσ]-
module via the map ∆τ .

In §4.1, we show that the aforementioned map is part of a C2-symmetric monoidal structure
on ModZ[Sσ ]. Much of our material on C2-symmetric monoidal structures on modules over a
C2-bialgebra directly generalizes the main results of [Rak20, §2] to the C2-parametrized context,
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and also serves a similar purpose: We will use these notions to define filtered involutive circle
actions and involutive chain complexes, which do not admit a convenient description in terms
of functor categories. In §4.2, we discuss generalizations of orbits, fixed points, and the Tate
construction, closely following [QS22]. Certain constructions and proofs in this section follow from
a fiberwise/pointwise application of the corresponding result for ordinary ∞-categories; when this
occurs, we only give an indication of the necessary modifications (if any).

4.1 Parametrized bialgebras and tensor products

In this section, we introduce C2-bialgebras and show that modules over a C2-bialgebra inherit a
C2-symmetric monoidal structure. Our proofs will take us on a lengthy digression on parametrized
(co)cartesian symmetric monoidal structures. The reader who is interested only in real trace theories
may wish to skip the material between Proposition 4.1.3 and Definition 4.1.16, though the reader
who is more interested in parametrized ∞-categories and parametrized ∞-operads may find that
material of independent interest. Part of this section is written in slightly greater generality than
needed in the rest of the paper; if assuming our finite group G is C2 did not simplify proofs
substantially, then we did not make such an assumption. However, we did not concern ourselves
with proving the most general statement possible for parametrized ∞-categories.

Definition 4.1.1. Let C be a G-symmetric monoidal G-∞-category. We say that a G-E∞-coalgebra
object of C is a G-E∞-algebra object of Cvop.

We write GE∞coAlg(C) for the G-∞-category GE∞Alg(Cvop)vop of G-E∞-coalgebra objects in
C.

Notation 4.1.2. In the following, coAlg(C) and Alg(C) will denote (co)algebras with respect to the
operad E1 of Definition A.0.5.

The G-symmetric monoidal structure on C induces canonical G-symmetric monoidal struc-
tures on the G-∞-categories GE∞coAlg(C) and GE∞Alg(C) [NS22, §5.3]. Thus, we may consider
parametrized algebras endowed with the structure of both an algebra and a coalgebra.

Proposition 4.1.3. Let C be a G-symmetric monoidal G-∞-category. Then there are canonical equivalences
of G-symmetric monoidal G-∞-categories

GE∞coAlg(GE∞Alg(C)) ≃ GE∞Alg (GE∞coAlg(C))
GE∞coAlg(Alg(C)) ≃ Alg (GE∞coAlg(C)) coAlg(GE∞Alg(C)) ≃ GE∞Alg (coAlg(C))

commuting with the (G-symmetric monoidal) forgetful functors to C. On underlying symmetric monoidal
∞-categories, this recovers [Rak20, Proposition 2.1.2] (see also [Lur18, Corollary 3.3.4]).

Proof. The first equivalence follows from Lemma 4.1.7. The latter two equivalences follow from
a parametrized adaptation of the argument in [Rak20, Proposition 2.1.2]; let us verify that the
necessary ingredients for the argument carry over to the parametrized setting. Firstly, note that
Nardin–Shah have shown that for any G-distributive G-symmetric monoidal G-∞-category D,
there is a free-forgetful G-adjunction GE∞Alg(D) → D which is fiberwise monadic [NS22, The-
orem 4.3.4 & Corollary 5.1.5]. Furthermore, any G-symmetric monoidal G-∞-category D can be
embedded into a G-distributive G-symmetric monoidal G-∞-category of presheaves, endowed
with the parametrized Day convolution G-symmetric monoidal structure [NS22, Corollary 6.0.12].

33



Additionally, the G-∞-category GE∞Alg(D) has finite G-coproducts which are computed by the
parametrized tensor product [NS22, §5.3]. The result follows from universal properties of G-
cocartesian G-∞-operads of Definition 4.1.5, which are proved in Lemma 4.1.10 and Proposition
4.1.12.

Recollection 4.1.4 ([NS22, Definition 5.2.1]). Let T be an orbital ∞-category. A T -∞-operad O⊗
is unital if for all orbits V ∈ T and objects x ∈ O⊗V , the space of multimorphisms MulO(∅, x) is
contractible.

Definition 4.1.5. Let C be a T -∞-category. We will say that a T -symmetric monoidal structure C⊗
on C is T -cartesian if it satisfies

(1) The unit T -object 1C is T -final

(2) For each pair of objects X, Y ∈ Ct, the canonical maps X ⊗ 1t ← X ⊗ Y → 1t ⊗ Y exhibit
X⊗Y as a product of X and Y in the ∞-category Ct

(3) For each morphism α : s→ t in T , the functor Cs → Ct classified by s = s α−→ t in Span(FinT )
is right adjoint to the restriction functor Ct → Cs classified by α regarded as a morphism in
T op.

There is an analogous dual characterization of those T -∞-operads which are T -cocartesian. We
will denote T -cartesian T -symmetric monoidal structures by CΠ and T -cocartesian T -symmetric
monoidal structures by C⊔.

A T -∞-operad O⊗ is cartesian (resp. cocartesian) if it is equivalent to CΠ (resp. C⊔) for some
T -∞-category C.

Remark 4.1.6. Unravelling definitions, it is not too difficult to see that Definition 4.1.5 agrees with
the parametrized (co)cartesian operad of [NS22, Example 2.4.1].

Lemma 4.1.7. Let C be a G-symmetric monoidal G-∞-category.

(a) The ∞-category GE∞coAlg
(

GE∞Alg(C)
)

of G-bialgebra objects is G-semiadditive in the sense of
[Nar17, Definition 2.19].

(b) The G-symmetric monoidal structure on C induces a G-symmetric monoidal structure on GE∞coAlg
(

GE∞Alg(C)
)

which is both G-cartesian and G-cocartesian.

(c) Let E any G-semiadditive G-∞-category, and regard E as a G-symmetric monoidal G-∞-category with
its G-cartesian (equivalently, G-cocartesian) G-symmetric monoidal structure. Then the forgetful func-
tor GE∞coAlg

(
GE∞Alg(C)

)
→ C induces an equivalence of G-∞-categories FunG⊗

(
E , GE∞coAlg

(
GE∞Alg(C)

)) ∼−→
FunG⊗(E , C).

Proof. We prove (b) first; (a) follows from (b) by unravelling definitions. Recall that the G-
symmetric monoidal structure on GE∞Alg(C) is G-cocartesian [NS22, Corollary 5.3.8]. Applying

Theorem 5.1.3 ibid. to GE∞Alg(C)vop, we deduce that GE∞coAlg
(

GE∞Alg(C)
)

admits finite

G-coproducts, and that the forgetful functor GE∞coAlg
(

GE∞Alg(C)
)
→ GE∞Alg(C) preserves
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finite G-coproducts. Moreover, [NS22, Corollary 5.3.8] also implies that the symmetric monoidal
structure on GE∞coAlg

(
GE∞Alg(C)

)
is cartesian. To show that the symmetric monoidal structure

on GE∞coAlg
(

GE∞Alg(C)
)

is also G-cocartesian, we must check the three conditions of Definition
4.1.5; the verification of the first two conditions are straightforward parametrized generalizations
of those in the proof of [Lur18, Proposition 3.3.3]. It remains to verify

(3) Let G/K → G/H be any map of orbits, and write R for the restriction functor GE∞coAlg
(

GE∞Alg(C)
)

G/H
→

GE∞coAlg
(

GE∞Alg(C)
)

G/K
. The norm functor NH

K : CK → CH lifts to a right adjoint of R

(which we also denote by NH
K ) by G-cartesianness of the G-symmetric monoidal structure

on GE∞coAlg
(

GE∞Alg(C)
)

. We must check that NH
K is also the left adjoint to R. Since the

forgetful functor θ : GE∞coAlg
(

GE∞Alg(C)
)
→ GE∞Alg(C) creates G-colimits, it suffices

to show that NH
K computes the left adjoint to GE∞Alg(C)G/H → GE∞Alg(C)G/K. This fol-

lows immediately from the fact that the G-symmetric monoidal structure on GE∞Alg(C) is
cocartesian [NS22, Corollary 5.3.8].

We now prove part (c). Write the forgetful functor as a composite

FunG⊗
(
E , GE∞coAlg(GE∞Alg(C))

)
φ1−→ FunG⊗

(
E , GE∞Alg(C)

)
φ2−→ FunG⊗(E , C) .

Since the G-symmetric monoidal structure on E is G-cocartesian, by Lemma 4.1.10, we can identify
φ2 with the forgetful functor Fun

(
E , GE∞Alg

(
GE∞Alg(C)

))
→ Fun

(
E , GE∞Alg(C)

)
. This

functor is an equivalence by Proposition 4.1.12. A similar line of reasoning shows that φ1 is an
equivalence.

Notation 4.1.8. Let C be a G-∞-category and assume that α : U → V is a map inOG. In the following
lemma, we will write ResV

U for the restriction functor α∗ : CV → CU associated to α. If α∗ has a right
adjoint α∗, we may denote it by coIndV

U : CU → CV .

Construction 4.1.9. Let G be a finite group and let C be a G-∞-category which admits all finite
G-coproducts. Let C⊔ → FinG,∗ be the associated G-cocartesian operad of [NS22, Example 2.4.1].
There is a canonical G-functor

Θ : C × FinG,∗ → C⊔

(c ∈ CT , W → T) 7→

(
ResT

U(c)
)

U
∈ ∏

U∈Orbit(W)

CU

 .

Lemma 4.1.10. Let D be a G-symmetric monoidal G-∞-category, and let C a G-∞-category which admits
finite G-coproducts. Then restriction along the functor Θ of Construction 4.1.9 induces an equivalence
AlgC⊔(D)→ Fun

(
C, GE∞Alg(D)

)
of G-∞-categories.

Remark 4.1.11. While this work was being written, we learned that Natalie Stewart had already
proved similar results in [Ste25, Appendix A]. We leave our results on the universal properties of
G-cocartesian operads here, but make no claim to originality.
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Proof of Lemma 4.1.10. Throughout this proof, let us write T = OG. By a similar maneuver to that
in [BH21, Corollary C.2], we may reduce to the case where the G-symmetric monoidal structure on
D is G-cartesian. Then there is an equivalence of C2-∞-categories GE∞Alg(D) ≃ CMonT (D) by
[Nar17, Theorem 2.32]. Emulating [BH21, Lemma C.4], it suffices to show that restriction along Θ

Fun
(
C⊔,D

)
→ Fun

(
C × FinG,∗,D

)
induces an equivalence between the subcategories

▲ functors f : C⊔t → Dt that preserve T /t-products

▲ functors Ct → CMonT (D)t

for all t ∈ T . Without loss of generality, replace T /t by T . Let M : C × FinG,∗ → D so that the
adjoint M† : C → Fun(FinG,∗,D) has image in Fun×(FinG,∗,D) ≃ CMonT (D). Note that a general
object of C⊔T is a tuple

x =

(xU)U∈Orbit(W) ∈ ∏
U∈Orbit(W)

CU , W → T

 ∈ C⊔T ;

we will write xU = (xU ∈ CU , U ⊆W → T). To prove the claim, it suffices to show that the T -limit
of

Mx :
(
C × FinG,∗

)
×
C⊔

(
C⊔

)x/ → D

is ∏
U∈Orbit(W)

coIndT
U M(cU) ∈ DT . Recall that we have a commutative diagram

C×,op C⊔

Finop
G Triv⊗G FinG,∗

where C× is defined between Propositions 5.11 and 5.12 in [Sha23] (in particular, both vertical
arrows are cocartesian fibrations) and Triv⊗G is the trivial operad of [NS22, Example 2.4.3]. The
inclusion

Q :=
(
C × Triv⊗G

)
×
C×

(
C×

)x/ →
(
C × FinG,∗

)
×
C⊔

(
C⊔

)x/

admits a fiberwise right adjoint by the discussion in the introduction to appendix C of [BH21],
hence it is G-coinitial by [Sha23, Theorem 6.7]. Thus it suffices to compute the G-limit of the
restriction of Mx to Q. Now an object of C × Triv⊗G is a pair (c ∈ CS, W → S). Its image in C×,op

W is(
ResS

Z(c)
)

Z∈Orbit(W)
. The map S→ T in T classifies the functor

C×W ≃ ∏
U∈Orbit(W)

CU → C×S×TW ≃ ∏
Y∈Orbit(S×TW)

CY

sending (xU) 7→
(

ResUY
Y (xUY )

)
.
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Therefore, we may regard a (T op)S/-object of Q as a tuple

q =

(
c ∈ CS, V → S, σ,

{
ResUY

Y (xUY )→ ResS
Y(c)

}
Y∈Orbit(S×TW)

)
where σ is a morphism in FinT making the following diagram

V S×T W

S S

σ

commute. Note that the data of a map ResUY
Y (xUY ) → ResS

Y(c) is equivalent to the data of a
map xUY → coIndUY

Y ResS
Y(c). Since M preserves G-products in its second variable, M(q) ≃

∏Z∈Orbit(V) ResS
Z M(c). We claim that the restriction of Mx to Q is C2-right Kan extended from the

subcategory
R :=

(
C × {∗}

)
×
C×

(
C×

)x/ ≃
⊔

U∈Orbit(W)

CxU / .

Indeed for any q ∈ Q, the parametrized comma category isR×Q Qq/ ≃ ⊔
Z∈Orbit(V) C

ResS
Z(c)/, and

the claim follows from the pointwise formula for parametrized right Kan extensions [Sha23, §10].
Now

limRM ≃ ∏
U∈Orbit(W)

limCxU / M ≃ ∏
U∈Orbit(W)

coIndT
U M(xU)

where the latter equivalence follows from the canonical identification CxU/ ≃ T /U and [Sha23,
Proposition 5.11].

Proposition 4.1.12. Let T be an orbital ∞-category. Let O⊗ be a unital T -∞-operad, and let C⊗ be a
cocartesian T -∞-operad (Definition 4.1.5). Then the restriction

AlgO(C)→ Fun (O, C)

is an equivalence of T -∞-categories.

Proof. Let C be a T -∞-category and recall the definition of C⊔ from [NS22, Example 2.4.1]. In par-
ticular, we have C⊔ = Span(C×, all, C×p-cocart) → Span(FinT ) where p× : C× → FinT is a cartesian
fibration defined in [Sha23, Proposition 5.12] and the triple structure on C× is given the triple
structure where the backward morphisms are ‘everything’ and forward morphisms consist of those
morphisms which are cocartesian over FinT [Bar17, Definition 11.3].

Now if O⊗ is a T -∞-operad, then an O-algebra in C⊔ is a functor B making the diagram

O⊗ C⊔ = Span(C×, all, C×p-cocart)

Span(FinT )
q†

B
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commute. By [Hau+23, Theorem 2.18], this is equivalent to the data of a commutative diagram of
adequate triples

TwArr (O⊗) (C×, all, C×p-cocart)

(FinT , all, all)

q

B†

(4.1.13)

where TwArr is given the triple structure where a morphism [ f : c→ c′] to [g : d→ d′] is ingressive
(resp egressive) if ev1 (resp. ev2) takes it to an equivalence. Let φ : x → y be an object of TwArr (O⊗).
Then the image of φ under q† is a span q†(x)← q†(φ)→ q†(y). The functor q takes φ to the object
q†(φ). Now write TwArr (O⊗)t=0 for the full subcategory on those arrows whose target is a zero
object. Since O⊗ was assumed to be unital, the inclusion ι : TwArr (O⊗)t=0 → TwArr (O⊗) has a
left and right adjoint and they agree; call it π. Notice that the components of the unit and counit
η : id→ ι ◦ π and ε : ι ◦ π → id are egressive. Therefore, the morphism of adequate triples (4.1.13)
is equivalent to a diagram of functors

TwArr (O⊗)t=0 C× ≃ (ev1)∗(ev0)
∗ (C∨)

FinT
p×

(4.1.14)

For the next step, we introduce some notation: write X ⊂ Ar(FinT ) for the full subcategory on
arrows with source in T . Then we have maps

FinT
ev1←− X

ev0−→ T .

By [Sha23, Theorem 2.24], (4.1.14) is equivalent to the data of a diagram of cartesian4 fibrations

Q := (ev0)!(ev1)
∗TwArr (O⊗)t=0 C∨

T

A

p∨

over T , or equivalently [BGN18], a map A := A∨ : Q∨ → C of cocartesian fibrations over T .
Now we proceed as in [Lur17, Proposition 2.4.3.16]. Such a T -functor A determines a map of

T -∞-operads if and only if

(*) Let α be a morphism in Q∨ whose image under the ‘source’ functor in O⊗ is inert. Then A(α)
is p-cocartesian.5

Write j0 : O∨ → X for the composite of the structure map O∨ → T with the identity section
T → X. Moreover, choosing a map j1 : (O⊗)∨ → TwArℓ(O⊗)op ≃ TwArr(O⊗) → TwArr(O⊗)

4Note that (ev0)!(ev1)
∗ is only left Quillen by op. cit., so a priori we must perform fibrant replacement on

(ev0)!(ev1)
∗TwArr (O⊗)t=0. However, we may use the naı̈ve description of (ev0)! as postcomposition with ev0 because ev0

is a cartesian fibration.
5Note that if α is fiberwise inert, then A(α) is an equivalence. Hence this recovers the condition (*) in op. cit. when

T = {∗}.
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corresponding to a coherent choice of morphism with target zero object (see [Hau22, Warning
2.2.5]) canonically factors through TwArr (O⊗)t=0. Since j0 and j1 agree after composing with the
projection to FinT , they assemble to a T -functor O → Q.

Thus it suffices to show

(a) A functor A is a left T -Kan extension of A|O if and only if it satisfies (*)

(b) Every functor A0 : O → C admits a left T -Kan extension satisfying the conditions of (a)

Now, for W ∈ Oop
G , an object of QW is a pair (X, W) where X ∈ O⊗

[S→V]
and W → S is a map in

FinT and W is an orbit. Write ρW for the inert map S ← W = W in Span (FinT ), and choose an
inert morphism X → XW lying over ρW . This gives rise to a map fW : (X, W → S)→ (XW , W) in
Q. Now for every Y ∈ O[W=W], the composite

homQ (Y, (X, W))
fW◦−−−−→ homQ (Y, (XW , W)) ≃ homOW (Y, XW) (4.1.15)

is an equivalence. Now taking Y = XW in (4.1.15), we see that fW admits a right inverse gW .
Furthermore, the preceding discussion implies that the inclusion OW ⊆ QW admits a right adjoint.
Since the inert map X → XW is cocartesian over T op, the aforementioned right adjoints promote to
a right T -adjoint. The remainder of the proof proceeds as in [Lur17, Proposition 2.4.3.16]; we omit
the details here.

Hereafter, we only concern ourselves with the case G = C2.

Definition 4.1.16. Let C be a C2-symmetric monoidal ∞-category, and recall the equivalences
of . Set C2E∞biAlg(C) := C2E∞coAlg(C2E∞Alg(C)); we will identify this C2-∞-category with

C2E∞Alg
(

C2E∞coAlg(C)
)

using Proposition 4.1.3, and refer to objects therein as C2-E∞-bialgebra

objects. We will refer to objects of C2E∞coAlg
(

Alg(C)
)

(resp. coAlg(C2E∞Alg(C))) as E1-co-C2-
E∞-bialgebra objects (resp. C2-E∞-co-E1-bialgebra objects) of C.

Notation 4.1.17. The construction C 7→ coAlg(C) determines a C2-functor coAlg : Alg
(

Fun
(
Oop

C2
,Cat∞

))
→

Fun
(
Oop

C2
,Cat∞

)
, classified by a C2-cocartesian fibration that we denote C2CatcoAlg

∞ → Alg(C2Cat∞).

We identify Oop
C2

-cartesian sections of C2CatcoAlg
∞ as a Oop

C2
-coCartesian family C of monoidal ∞-

categories and A is a Oop
C2

-coCartesian family of coalgebra objects in C.
Similarly, there is a coCartesian fibration C2CatRMod

∞ → Alg(C2Cat∞). We identify Oop
C2

-cartesian

sections of C2CatcoAlg
∞ as aOop

C2
-coCartesian family C of monoidal ∞-categories and a C2-∞-category

M which is right-tensored over C in the sense of Definition A.0.11.

Remark 4.1.18. The C2-∞-categories C2CatRMod
∞ , C2CatcoAlg

∞ admit finite products as in [Rak20,
Remark 2.2.5]. Moreover, they also admit finite products indexed by C2-sets. For instance,

∏
C2

(C, A) ≃
(
C ∆−→ C × C, A 7→ (A, A)

)
∏
C2

(C,M) ≃
(
C ∆−→ C × C,M ∆−→M×M

)
.

where C2 acts on ∏C2
C and ∏C2

M by permuting the factors.
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Construction 4.1.19. The assignment A 7→ coModA(C) extends to a C2-functor C2CatcoAlg
∞ →

C2CatRMod
∞ over Alg(C2Cat∞). The functor preserves finite products indexed by C2-sets, thus we

can regard it as a C2-symmetric monoidal functor µ.

Proposition 4.1.20. Let C be a small C2-symmetric monoidal C2-∞-category. Then the assignment
A 7→ coModA promotes to a C2-symmetric monoidal functor µ : coAlg(C)→ RModC (C2Cat∞).

Proof. By Corollary A.0.15, if A is an E1-coalgebra in C, then the C2-∞-category coModA(C) is
right-tensored over C. By [Ste25], we can regard C as a C2-E∞-algebra in E1Alg(C2Cat∞). This
induces C2-symmetric monoidal structures on the parametrized fibers

C2CatcoAlg
∞ ×

Alg(C2Cat∞)
{C} ≃ coAlg(C) C2CatRMod

∞ ×
Alg(C2Cat∞)

{C} ≃ RModC(C2Cat∞) .

Since the functor µ of Construction 4.1.19 is C2-symmetric monoidal, it restricts to the desired
C2-symmetric monoidal functor coAlg(C)→ RModC(C2Cat∞).

Construction 4.1.21. Let C be a small C2-symmetric monoidal C2-∞-category and let A be a C2-E∞-
bialgebra object of C. By Proposition 4.1.20 and by the argument of [Rak20, Construction 2.2.2], we
obtain a C2-symmetric monoidal structure on coModA(C) and a C2-symmetric monoidal structure
on the forgetful functor coModA(C)→ C.

Variant 4.1.22. Let C be a small C2-symmetric monoidal C2-∞-category and let A be a C2-E∞-
bialgebra object of C. Applying Construction 4.1.21 with Cvop induces a C2-symmetric monoidal
structure on ModA(C) and a C2-symmetric monoidal structure on the forgetful functor ModA(C)→
C.

Example 4.1.23. Let G be a C2-commutative monoid in SpcC2 . Since SpcC2 has all C2-limits (i.e.,
it has a C2-cartesian C2-symmetric monoidal structure), we may regard G as a C2-E∞-co-C2-E∞-
bialgebra object in SpcC2 . Let C be a C2-presentable C2-symmetric monoidal C2-∞-category [Nar17,

§3]. Then there is a unique C2-symmetric monoidal C2-functor F : SpcC2 → C which preserves
C2-colimits.

We claim that there is a canonical C2-symmetric monoidal equivalence LModF(G)(C) ≃ Fun(BG, C),
where the latter is equipped with the pointwise C2-symmetric monoidal structure of [NS22,
§3.3]. By Proposition 4.1.25, there is an equivalence LModF(G)(C) ≃ C ⊗ LModG

(
SpcC2

)
in

C2E∞Alg
(

C2PrL
)

. By [Nar17, Example 3.26], there is an equivalence Fun(BG, C) ≃ C⊗Fun
(

BG, SpcC2
)

.

It suffices to prove the result for C = SpcC2 , wherein the C2-symmetric monoidal structures on

Fun
(

BG, SpcC2
)

and LModG

(
SpcC2

)
are C2-cartesian, hence we are done.

Recollection 4.1.24 ([Nar17, §3.4, in particular Proposition 3.25]). The C2-∞-category of presentable
C2-∞-categories and distributive C2-functors admits a C2-symmetric monoidal structure. We will
denote the C2-∞-category of presentable C2-∞-categories and distributive C2-functors by C2PrL.

Proposition 4.1.25. Let F : SpcC2 → D be a morphism in C2E∞Alg(C2PrL)C2 , and let A be an algebra

object of SpcC2 . Then the C2-symmetric monoidal functor ModA

(
SpcC2

)
→ ModF(A)(D) induces a map

D ⊗C ModA

(
SpcC2

)
→ ModF(A)(D) in C2E∞Alg

(
C2PrL

)C2
which is an equivalence.
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Proof. It suffices to check that the induced functor is an equivalence at the level of underlying C2-
presentable C2-∞-categories. In particular, it suffices to show the induced functor is an equivalence
over each orbit. The result follows from Lemma 4.1.26 and applying [Lur17, Theorem 4.8.4.6] to
each orbit.

Lemma 4.1.26. Let C,D be two C2-presentable C2-∞-categories. Notice that Ce and CC2 are presentable
ordinary ∞-categories (and likewise for D). Then there is an equivalence

C ⊗C2 D ≃
(
CC2 ⊗SpcC2 DC2 Res⊗Res−−−−−→ Ce ⊗Spc De

)
(4.1.27)

in C2PrL, where on the right-hand side of (4.1.27), ⊗(−) denotes the tensor product in PrL and the C2-action
on Ce ⊗Spc De is induced by the componentwise C2-action on Ce ×De.

Remark 4.1.28. Taking D = SpcC2 in (4.1.27), we see that indeed SpcC2 is the unit in C2PrL.

Proof of Lemma 4.1.26. Write C ⊗′ D for the C2-∞-category on the right-hand side of (4.1.27). We
will show that C ⊗′ D satisfies the universal property defining C ⊗C2 D, hence they are canonically
equivalent. By definition of the tensor product in PrL, we have a C2-functor G : C ×C2 D → C ⊗′ D
which preserves fiberwise colimits separately in each variable. Now if LC is the left adjoint to
the restriction functor RC : CC2 → Ce, notice that the composite LC ◦ RC agrees with CC2 × {∗} ↪→

CC2 × Spc
id
CC2×(⊔C2)−−−−−−−→ CC2 × SpcC2 α−→ CC2 , and likewise for D. Since SpcC2 is generated under

ordinary colimits by ∗ and C2, we see that G preserves C2-coproducts separately in each variable.
Moreover, for any C2-presentable C2-∞-category E , the data of a C2-functor C ×D → E preserving
C2-colimits separately in each variable is equivalent to the data of a functor C ⊗′ D → E which
preserves C2-colimits.

Recollection 4.1.29. Let C be a C2-symmetric monoidal C2-∞-category. An object X ∈ C is dualizable
if there exists an object Y ∈ C with maps η : 1→ X⊗Y and ε : X⊗Y → 1 such that the composites

X
η⊗idX−−−→ X⊗Y⊗ X

idX⊗ε−−−→ X

Y
η⊗idY−−−→ Y⊗ X⊗Y

idY⊗ε−−−→ Y

are both equivalences. One can check that if such a Y exists, it must be unique (up to contractible
choice), so we write Y ≃ X∨ and call it the dual of X (in C). Furthermore, X∨ is dualizable with
dual X. We denote the full C2-subcategory on dualizable objects by Cfd ⊆ C. Since fully dualizable
objects are preserved under symmetric monoidal functors, Cfd is closed under the norm map and
thus inherits a C2-symmetric monoidal structure from C. Furthermore, dualization refines to a
C2-functor Cfd → (Cfd)vop.

Proposition 4.1.30. Let C be a C2-symmetric monoidal C2-∞-category. There exists an essentially unique
C2-symmetric monoidal functor β : coAlg (Cfd) → Alg(Cfd)

vop ≃ coAlg(Cvop
fd ) making the following

diagram

coAlg (Cfd) coAlg (C) RModC(C2Cat∞)/C

Alg(Cvop
fd ) Alg(Cvop) RModCvop(C2Cat∞)/Cvop

β

µ

(−)vop

µ
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commute. Moreover, the diagram of C2-∞-categories

coAlg (Cfd) Alg(Cvop
fd )

Cfd Cvop
fd

β

(−)∨

commutes canonically.

Corollary 4.1.31. Let C be a C2-symmetric monoidal C2-category, and A a C2-E∞-E1-bialgebra object
of C whose underlying object (i.e. forgetting the bialgebra structure) is dualizable. Then there exists an
E1-co-C2E∞-bialgebra structure on A∨ and a C2-symmetric monoidal equivalence of C2-∞-categories

ModA(C) ≃ coModA∨(C).

On underlying ∞-categories, this recovers the equivalence of [Rak20, Corollary 2.3.3].

Proof of Proposition 4.1.30. The existence of the functor β follows from an argument similar to the
proof of [Rak20, Proposition 2.3.2], using Proposition 4.1.34 and the pointwise description of module
categories over E1-algebras discussed in §A. That β is C2-symmetric monoidal follows from the
observation that β ◦ β is canonically equivalent to the identity.

Remark 4.1.32. Let C be a C2-symmetric monoidal C2-∞-category and suppose M,N are C2-
∞-categories right tensored over C. If F : M → N is a C2-left adjoint functor of C-linear C2-∞-
categories, then its right adjoint G is canonically lax C-linear (compare [Lur17, Remark 7.3.2.9]).

Lemma 4.1.33. Let (M, U : M → C) be a C2-object of RModC(C2Cat∞)/C so that U admits a right
C2-adjoint G : C → M which is C-linear. Then there is a E1-coalgebra A in C equipped with a map
α : M→ coModA (C) in RModC(C2Cat∞)/C so that, for any B : Oop

C2
→ E1coAlg(C), the map

Map
E1coAlg

(A, B)→ Map
RModC (C2Cat∞)/C

(M, coModB(C))

is an equivalence of C2-∞-groupoids.

Proof. The result follows from the same argument as [Rak20, Lemma 2.3.5], but using (Oop
C2

-points
of) parametrized functor categories in place of ordinary functor categories.

Proposition 4.1.34. Let C be a C2-symmetric monoidal C2-∞-category. The C2-functor µ : coAlg(C)→
RModC(C2Cat∞)/C of Proposition 4.1.20 is fully faithful. Over each fiber t ∈ T , its essential image consists
of those pairs (M, U) whereM is a T /t-∞-category right-tensored over Ct and U is a Ct-linear T /t-functor
(in the sense of Definition A.0.12) so that

(a) U is fiberwise comonadic, in particular it admits a right T /t-adjoint G : Ct →M

(b) G is Ct-linear.

Proof. We may define a C2-subcategory RModC(C2Cat∞)0
/C of RModC(C2Cat∞)/C consisting of

those pairs (M, U) which are in the essential image of µ. By Lemma 2.3.5 ibid., µ admits a left
adjoint ν. Write q for the structure map RModC(C2Cat∞)/C → O

op
C2

. By Lemma 4.1.33, the unit
u : id→ µ ◦ ν satisfies q(u) is the identity on Oop

C2
, hence (µ, ν) is a C2-adjunction. The rest of the

proof is similar to that of [Rak20, Proposition 2.3.6].
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4.2 The Tate construction

Hochschild homology HH(A/k) is a k-module with S1-action; taking the homotopy orbits, fixed
points, and Tate construction with respect to the S1-action gives rise to cyclic homology, negative
cyclic homology, and periodic cyclic homology, respectively. One defines real versions of these trace
theories using a parametrized version of the Tate construction [QS22]. In this section, we consider
a variant on Quigley–Shah’s parametrized Tate construction which will allow us to apply fixed
points, orbits, and the Tate construction to filtered objects with filtered Sσ-action.

Recollection 4.2.1 (Tate construction). [Rak20, Construction 2.4.4; MNN17; QS22, Definition 5.48]
Let A be a dualizable bialgebra object of a stable presentable symmetric monoidal ∞-category C.
Restriction along the counit A→ 1 defines a forgetful functor C ≃ Mod1(C)→ ModA(C). Denote
the left and right adjoints to the restriction by (−)A, (−)A respectively. Assume further that we are
given an equivalence of A-modules A ≃ A∨ ⊗ ωA for some invertible ωA ∈ Pic(C). Then given
any A-module M, we have a morphism

MA ⊗ωA ≃ (M⊗A 1)⊗ωA −→ M⊗A (1⊗ωA ⊗ A∨) ≃ M⊗A A ≃ M

Since the A-module structure on the left hand side factors canonically through the counit A→ 1,
the map above is adjoint to a map NmM : M⊗ωA → homA(k, M). The Tate construction of M is the
cofiber of the norm map

MtA := cofib(NmM).

Since the previous discussion was functorial in M, we have a functor Nm(−) : ModA(C)→ Fun(∆1, C)
which induces (−)tA ≃ cofib ◦Nm(−) : ModA(C)→ C.

Proposition 4.2.2. Let C be a C2-symmetric monoidal ∞-category which is C2-stable, fiberwise presentable,
and C2-complete and C2-cocomplete6, and suppose A is a dualizable cocommutative bialgebra object of C
which satisfies the assumptions of Recollection 4.2.1. Then the Tate construction of loc. cit. promotes to a
C2-functor

(−)tA : LModA(C)→ C ,

and the norm map Nm− promotes to a natural transformation (−)A → (−)tA of C2-functors LModA(C)→
C, where (−)A is the right C2-adjoint to base change along the unit map 1→ A of Proposition A.0.21(c).

Remark 4.2.3. In the situation of Proposition 4.2.2, unraveling definitions we see that there is a
commutative diagram

LModA
(
CC2

)
LModA

(
CC2

)
LModAe(Ce) LModAe(Ce) .

(−)e

(−)tA

(−)e

(−)tAe

Proof of Proposition 4.2.2. Since C is assumed to be C2-complete and C2-cocomplete, in particular it
admits both C2-products and C2-coproducts. By [Sha23, Proposition 5.11] and its dual, it follows
that the restriction map CC2 → Ce has both a left and right adjoint, and therefore it preserves limits
and colimits. The result follows from [Rak20, Remark 2.4.12].

6See [Sha23, Remark 6.11] on why assuming presentability is not sufficient.
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Next, we show that the parametrized Tate construction of Proposition 4.2.2 is lax monoidal
(compare [QS22]).

Definition 4.2.4. Let C be a C2-stable C2-symmetric monoidal ∞-category, and let A be a C2-E∞-
algebra object of C. Write LModind

A (C) denote the smallest stable full C2-subcategory of LModA(C)
containing the objects A⊗ X for X ∈ CC2 and Ae ⊗Y for Y ∈ Ce. We refer to this as the subcategory
of induced A-modules. By construction, it is a full C2-stable C2-subcategory of LModA(C).

Remark 4.2.5. The category LModind
A (C) is fiberwise a ⊗-ideal; by construction it is closed under

the restriction functor LModA(C)C2 → LModA(C)e. Now write NC2 for the norm map on C and
NC2 for the relative norm map on A-modules (see [Yan25, Appendix A]). Since NC2(Ae ⊗ Y) ≃(

NC2(Ae ⊗Y)
)
⊗

NC2 Ae A ≃ A ⊗ NC2Y, the subcategory LModind
A (C) is also closed under the

relative norm map LModA(C)e → LModA(C)C2 . Therefore, it is a C2-⊗-ideal in the sense of [QS22,
Definition 5.24].

Observation 4.2.6. Let C be a C2-stable C2-symmetric monoidal ∞-category, and let A be a
dualizable C2-E∞-bialgebra object of C satisfying the assumptions in Recollection 4.2.1. Let
M ∈ LModind

A (C). Then MtA ≃ 0.

Proposition 4.2.7. Let C be a C2-symmetric monoidal C2-stable C2-∞-category and let A be a dualizable
bialgebra object of C. Assume that C is C2-complete and C2-cocomplete, and that C is fiberwise compactly
generated. Then there is a unique pair of data:

▲ A lax C2-symmetric monoidal structure on the functor (−)tA : LModA(C)→ C

▲ A lax C2-symmetric monoidal structure on the natural transformation (−)A → (−)tA.

Proof. Take C = LModA(C), D = LModind
A (C) in [QS22, Theorem 5.28], E = C, and keep the

notation L for the functor Funex,lax
C2

(C, E) → Funex,lax
C2

(C/D, E) which is left adjoint to restriction
along the quotient C → C/D. By the theorem cited above, there exists an essentially unique lax
C2-symmetric monoidal functor L

(
(−)A) : C/D → E and (regarding L

(
(−)A) as a functor C → E

which vanishes on D) and the unit of the adjunction (−)A → L
(
(−)A) acquires a canonical lax

C2-symmetric monoidal structure. It remains to check that L
(
(−)A) ≃ (−)tA. As in the proof of

[NS18, Theorem I.3.1], it suffices to check the equivalence at the level of C2-exact C2-functors. This
follows by definition of the Tate construction, Observation 4.2.6, and Lemma 4.2.9.

Remark 4.2.8. It follows from Proposition 4.2.7 that when C = SpC2 and A = S[K] for K any finite
group or compact Lie group sitting in an extension 1→ K → K̂ → C2 → 1 (compare [QS22]), the
norm map and Tate construction agree with the norm map and parametrized Tate construction of
[QS22] under the equivalence of Example 4.1.23.

Lemma 4.2.9. Let C be a C2-symmetric monoidal C2-stable C2-∞-category and let A be an algebra object
of C. Assume that C is C2-complete and C2-cocomplete, and that C is fiberwise compactly generated. Let
X ∈ LModA (C)t. Then the following maps

colim
Y∈(LModind

A (C)t)/X

Y → X

colim
Y∈(LModind

A (C)t)/X

cofib(Y → X)A → colim
Y∈(LModind

A (C)t)/X

cofib(Y → X)tA
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are equivalences in Ct.

Proof. The result follows immediately from [Rak20, Lemma 2.4.9].

Remark 4.2.10. Let D be a C2-symmetric monoidal C2-stable C2-∞-category and let F be a C2-
symmetric monoidal functor C → D. Let A be a dualizable algebra object of C.

For any X ∈ C, there is a canonical sequence of transformations F(X)F(A) → F(XA)
F(Nm)−−−−→

F(XA)→ F(X)F(A) whose composite may be identified with the norm map with respect to F(A).
If F preserves all C2-colimits, then the canonical map F(X)F(A) → F(XA) is an equivalence. In
particular, there is a natural transformation F((−)tA)→ F(−)tF(A). If F additionally preserves all
C2-limits, then the aforementioned natural transformation is an equivalence.

5 Derived involutive algebra

In this section, we define derived algebras in C2-Mackey functors over k (Notation 2.3.5) which
admit norm maps; these are our derived rings with involution. Each derived ring with involution
over k has an underlying C2-E∞-algebra over k.

The purpose for defining derived involutive algebras is twofold: Let us reiterate the reasons
discussed in §1.2. First, while real Hochschild homology is defined for all C2-E∞-k-algebras, we do
not expect a real Hochschild–Kostant–Rosenberg theorem to hold at this level of generality: The
ordinary Hochschild–Kostant–Rosenberg theorem applies only to derived rings. Furthermore, we
will need to equip cochains on the involutive circle ZSσ

and its filtered cousin τ≥∗Z
Sσ

and D
σ,∨
+

with additional structure in order to formulate the universal property of filtered real Hochschild
homology and the involutive de Rham complex. In particular, the latter are not connective; thus it
is not sufficient to take our derived involutive algebras to be simplicial objects in cohomological
C2-Tambara functors (up to some notion of weak equivalence). We expect our theory of derived
involutive algebra to be relevant to the relationship between involutions in algebraic geometry and
genuine involutions in the sense of [CHN25].

To construct derived involutive algebras, we modify the formalism of Bhatt–Mathew and
Mathew (recorded in [Rak20, §4]). Our definition uses the language of filtered monads from loc.
cit., which we recall in §5.1 and extend to C2-∞-categories. The general construction is contained
in §5.2. In §5.4, we discuss how derived involutive algebra structures behave under various
(co)connectivity assumptions; the results contained therein will be used to endow the filtered
involutive circle ZSσ

and its associated graded with the additional structure needed to state and
prove the main theorem(s) of this paper.

5.1 Filtered monads

Let k be a discrete commutative ring with an involution. We will define (not necessarily connective)
derived k-algebras with involution using the formalism of monads, similar to the approach taken
in [Rak20, §4.1-2]. In particular, we will utilize the notion of filtered monad (Definition 4.1.2 of
loc. cit.). The reader unfamiliar with the formalism of monads may find it useful to compare the
Barr–Beck–Lurie theorem [Lur17, Theorem 4.7.3.5] and the characterization of E∞-algebras in a
presentable symmetric monoidal ∞-category C as modules over the symmetric algebra monad
[Rak20, Construction 4.1.1].
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Definition 5.1.1. Let C be a C2-∞-category. A monad on C is an E1-algebra object in the monoidal
∞-category of C2-endofunctors EndC2(C) = FunC2

(
Oop

C2
, End(C)

)
.

A filtered monad on C is a lax monoidal functor Z×≥0 → EndC2(C), where Z×≥0 denotes the
partially ordered set of nonnegative integers regarded as a monoidal category via multiplication
and FunC2

(
Oop

C2
, End(C)

)
is equipped with the composition monoidal structure.

More generally, if E is a monoidal full subcategory of EndC2(C), we will refer to algebra objects
of E as E -monads and lax monoidal functors Z≥0 → E as filtered E -monads.

Remark 5.1.2. Let C be a T -∞-category and suppose that for all α : s → t, the restriction functor
α∗ : Ct → Cs preserves all sifted colimits. Let F : C → C be a T -functor. It follows from [Sha21a,
Theorem D(2)] that F preserves all T -sifted T -colimits [Sha21a, Definition 1.12] if and only if F
preserves all sifted colimits fiberwise, i.e. if Ft : Ct → Ct preserves sifted colimits for every t ∈ T .
Moreover, a T -subcategory D → C generates C under T -sifted colimits if and only if, for each
t ∈ T , Dt generates Ct under sifted colimits.

Construction 5.1.3. Let C be a C2-∞-category. Under the identification of Proposition A.0.14, a
monad on C is equivalently a Oop

C2
-cocartesian family of E1-algebra objects in the Oop

C2
-cocartesian

family of E1-monoidal ∞-categories End(C)◦. Any monad T on C admits a C2-∞-category of left
modules (for instance, by applying the constructions of [Lur17, §4.7.1] for each object t ∈ Oop

C2
).

Remark 5.1.4. Notice that for any C2-∞-category C, we have monoidal restriction functors EndC2(C)→
End(CC2) and EndC2(C)→ End(Ce).

Lemma 5.1.5. Let C be a C2-∞-category which admits finite C2-products and let T be a monad on C in
the sense of Definition 5.1.1. Then there is a C2-adjunction U : ModT(C) −→←− C : T which recovers the
adjunction ModTe(Ce) −→←− Ce on underlying ∞-categories, where Te is the image of T under the restriction
functor of Remark 5.1.4.

Proof. Follows from Example A.0.19, Proposition A.0.20, and Corollary 2.1.13.

The following proposition is a straightforward generalization of [Rak20, Proposition 4.1.4],
hence we omit its proof.

Proposition 5.1.6. Let C, E be as in Definition 5.1.1. Assume that

(a) C admits all small C2-colimits,

(b) E is closed under pointwise sequential colimits, so we have an adjunction colim: Fun(Z≥0, E) −→←−
E : δ, where δ denotes the diagonal functor,

(c) Each F ∈ E commutes with sequential colimits.

Then the adjunction (colim, δ) canonically lifts to a relative adjunction Fun(Z≥0, E◦) −→←− E◦ : δ over
Assoc⊗. In particular, the colimit of a filtered E -monad is canonically an E -monad.

Recollection 5.1.7. Let FC2,∗ denote the C2-∞-groupoid whose objects consist of finite pointed sets
with C2-action; it is a C2-symmetric monoidal ∞-category via (parametrized) disjoint union. For
any presentable C2-symmetric monoidal ∞-category C, let SSeq(C) = Fun(FC2,∗, C) denote the
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C2-∞-category of C2-symmetric sequences in C [Ste25, §2.6], regarded as a C2-symmetric monoidal
∞-category via parametrized Day convolution [NS22, Definition 3.1.6].

C2-left Kan extension along the inclusion of the basepoint Oop
C2

↪→ FC2,∗ induces a fully faith-
ful, C2-colimit-preserving, C2-symmetric monoidal embedding C → SSeq(C). Composing the

parametrized Yoneda embedding of [Bar+16b, Definition 10.2] FC2,∗ ≃ F
vop
C2,∗ → Fun

(
FC2,∗, SpcC2

)
with the unique map SpcC2 → C in C2E∞Alg

(
PrL

)
, we obtain a C2-functor y : FC2,∗ → SSeq(C).

There is an additional (non)-symmetric monoidal structure on SSeq(C) called the composition
monoidal structure. For any D ∈ C2E∞Alg

(
PrL

)
C/−

, evaluation at y({[C2/C2 = C2/C2]}) deter-

mines an equivalence of C2-∞-categories

FunC2E∞Alg(PrL)C/−

(
SSeq(C),D

)
≃ D

by [NS22, Corollary 2.4.5]. Taking D = SSeq(C), the reverse of the composition monoidal structure
on the left hand side transports to a monoidal structure on SSeq(C) which we will call the composition
monoidal structure. Explicitly, if A and B are C2-symmetric sequences, the value of their composition
product on the C2-set {∗} with trivial action is computed as a parametrized colimit

(A ◦ B) (C2/C2) ≃ colim
S∈Fin≃C2

(
A(S)⊗ B⃝⋆ S

)
hAutC2 (S)

,

where ⊗ denotes the tensoring of SSeq(C) over C, ⃝⋆ denotes the Day convolution product, and
AutC2(S) denotes C2-equivariant automorphisms of S.

An E1-algebra object with respect to the composition monoidal structure on SSeq(C) is a C2-∞-
operad.7 Finally, there is a fiberwise monoidal functor

θ : SSeq(C)→ End(SSeq(C))
A 7→ A ◦ (−)

We also use θ to denote the induced functor C2Op(C) ≃ E1Alg
(

SSeq(C)
)
→ E1AlgEnd(SSeq(C)).

Construction 5.1.8. Let C be a presentable C2-symmetric monoidal ∞-category. Let A be the
constant C2-symmetric sequence with value the unit object 1.

Write G : C2E∞Alg
(

SSeq(C)
)
−→←− SSeq(C) : F denote the free-forgetful C2-adjunction of [NS22,

Theorem 4.3.4]. Then by Corollary 5.1.5 of loc. cit., G ◦ F ≃ C2SymSSeq(C) carries a canonical algebra
(monad) structure. By a similar argument to that of [Rak20, Construction 4.1.6], the monad G ◦ F
is of the form θ(A) for A the constant C2-symmetric sequence at 1. Hence A inherits an operad
structure.

Construction 5.1.9. For i ∈ Z≥0, let SSeq≤i(C) ⊆ SSeq(C) denote the full C2-subcategory spanned
by those C2-symmetric sequences such that A(S → C2/H) is an initial object of CH whenever
|S×C2/H C2|/2 > i.

7We assume this equivalence for the moment and defer its proof to future work. Such an equivalence is generally
expected to hold, (cf. [Hau22] for the non-parametrized version of the statement). We thank Rune Haugseng for sharing his
ideas in this direction.
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Now consider the ∞-category FunC2

(
Z≥0 ×O

op
C2

, SSeq(C)
)

, and let SSeq≤∗(C) denote the full

subcategory spanned by those functors F such that F(i,−) ∈ SSeq≤i(C) for all i ≥ 0. The inclusion
φ : SSeq≤∗(C)→ FunC2

(
Z≥0 ×Oop, SSeq(C)

)
admits a right adjoint ψ.

Now FunC2

(
Z×≥0 ×Oop, SSeq(C)C2,◦

)
acquires a monoidal structure via parametrized Day con-

volution; write p : FunC2

(
Z×≥0 ×O

op
C2

, SSeq(C)◦
)⊗
→ Assoc⊗ for the corresponding fibration of ∞-

operads. As in [Rak20, Construction 4.1.7], the full subcategory SSeq≤∗(C)⊗ ⊆ FunC2

(
Z×≥0 ×O

op
C2

, SSeq(C)◦
)⊗

determined by the inclusion φ is closed under the Day convolution product and p is a locally co-

cartesian fibration, hence ψ promotes to a map of ∞-operads FunC2

(
Z×≥0 ×O

op
C2

, SSeq(C)◦
)⊗
→

SSeq≤∗(C)⊗.
Finally, we will write (−)≤∗ for the composite

SSeq(C)C2,◦ δ−→ FunC2

(
Z×≥0 ×O

op
C2

, SSeq(C)◦
)⊗ ψ−→ SSeq≤∗(C)⊗

and for the induced composite on algebra objects

C2Op(C) ≃ E1Alg
(

SSeq(C)C2
)
→ E1AlgFunC2

(
Z×≥0 ×O

op
C2

, SSeq(C)◦
)
≃ Funlax

C2

(
Z×≥0 ×O

op
C2

, SSeq(C)◦
)

.

Construction 5.1.10 (C2-symmetric powers filtered monad). Let C be a presentable C2-symmetric
monoidal ∞-category. Let E denote the full C2-subcategory of End(C) on those endofunctors which
preserve sifted colimits pointwise.

Let E ′ denote the full C2-subcategory of End(SSeq(C)) on those endofunctors which preserve
both sifted colimits and the essential image of the embedding C → SSeq(C). Write ρ : E ′ → E for
the canonical inclusion functor.

From Construction 5.1.8, there is a C2-∞-operad A with an equivalence of monads θ(A) ≃
C2SymSSeq(C). Applying Construction 5.1.9, we obtain a lax monoidal C2-functor A≤∗ : Z×≥0 ×
Oop

C2
→ SSeq(C)◦. Write C2Sym≤∗ for the composite

Z×≥0
A≤∗−−→ SSeq(C)C2,◦ θ−→ E ′ ρ−→ E .

Then a modification of the argument of [Rak20, Proposition 4.1.4] implies that there is an equivalence
of E -monads colim C2Sym≤∗ ≃ C2Sym.

5.2 Derived rings with involution

The goal of this subsection is to define derived rings with (genuine) involution. Just as ordinary derived
algebras over Z can be regarded as generalizations of discrete commutative rings, our derived
rings with involution can be regarded as generalizations of cohomological C2-Tambara functors
(see Variant 5.3.11(2)).

Let us recall the definition of ordinary derived algebras. To define derived rings with involution,
Raksit identifies a filtered monad CSym≤∗Z on ProjZ, extends CSym≤∗Z to a filtered monad LSym≤∗Z

on connective Z-modules Modcn
Z via left Kan extension, and extends LSym≤∗Z to a filtered monad
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on all Z-modules using Goodwillie calculus. Derived algebras are defined to be modules over
LSymZ := colim∗ LSym≤∗Z the extended monad. To define CSym≤∗Z , Raksit takes CSym≤∗Z :=
π0Sym≤∗Z where Sym≤∗Z is the filtered free E∞-algebra monad. In particular, the property that
CSym≤∗Z preserves the subcategory ProjZ is crucial, for means that CSym≤∗Z inherits a filtered
monad structure from Sym≤∗Z . Furthermore, the resulting map Sym≤∗Z → LSym≤∗Z implies that any
derived algebra A has an underlying E∞-Z-algebra.

By virtue of the domain of definition of real trace theories, a derived involutive algebra should
have an underlying C2-E∞-algebra. By Proposition 2.3.6, the constant C2-Mackey functor Z is a
suitable base. Many of the ideas and constructions in [Rak20, §4.2] generalize directly to ModZ;
for instance, using the parametrized monads of Definition 5.1.1 in place of ordinary monads, and
the free C2-E∞-Z-algebra in place of the free E∞-Z-algebra. However, despite the fact that ModZ

has a t-structure which is compatible with its C2-symmetric monoidal structure, it is no longer true
that π0 of the free C2-E∞-algebra on a free Z-module on some finite C2-set is a free Z-module on
some finite C2-set. We use the zeroth slice functor in place of π0 to define C2CSym from the free
C2-E∞-Z-algebra monad.

We will define derived involutive algebras for any C2-∞-category satisfying a list of axioms,
though the relevant examples for us consist primarily of ModZ and its filtered and graded variants,
and are discussed in greater detail in §5.3.

Definition 5.2.1. A derived involutive algebraic context consists of a C2-stable C2-presentable C2-
symmetric monoidal C2-∞-category, a compatible t-structure (Definition 3.2.3), a localization C2-
functor P : C≥0 → C≥0 with essential image contained in C♡, and a small full subcategory C0 ⊆
P(C≥0) =: Cs satisfying:

(a) the t-structure is right-complete

(b) P is compatible with the C2-symmetric monoidal structure on C≥0 in the sense of [NS22, §2.9]

(c) C0 ⊆ C is a C2-symmetric monoidal subcategory which is closed under Cs C2-symmetric
powers (see [NS22, Example 4.3.7])

(d) C0 is closed under finite coproducts in C and its objects form a set of compact generators for
C≥0.

We will often denote a derived involutive algebraic context by C and regard the additional data
as implicit. A morphism of derived involutive algebraic contexts is a C2-functor F : C → D which is
right t-exact, C2-symmetric monoidal, compatible with the localizations PC and PD and satisfies
F(C0) ⊆ D0.

Remark 5.2.2. In this situation, the norm functor NC2 : Ce → CC2 is 2-excisive. First, observe that
NC2 preserves sifted colimits by the distributivity assumption and [Sha21a, Proposition 8.19]. By
the proofs of Propositions 4.2.14 and 4.2.15 of [Rak20], it suffices to show that (C0)e → CC2 is of
degree 2. The observation follows from [Nar17, Example 3.17].

Remark 5.2.3. Let C be a derived involutive algebraic context. If we furthermore assume that
(P0)e ≃ πe

0 as functors Ce
≥0 → Ce

≥0, then Ce is a derived algebraic context in the sense of [Rak20,
Defintiion 4.2.1].

We record an auxiliary lemma which will be used to construct the derived involutive symmetric
powers as a monad.
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Lemma 5.2.4. Let F : C≥0 → C≥0 be a C2-functor which preserves sifted C2-colimits (see Remark 5.1.2).
Then for any X ∈ C≥0, the canonical map X → P0X induces an equivalence

P0(F(X))→ P0
(

F
(

P0X
))

.

On underlying ∞-categories, this recovers the equivalence of [Rak20, Lemma 4.2.17].

Proof. Observe that the C2-∞-category C≥0 is generated pointwise under sifted colimits by (CC2)0

and (Ce)0, and P0 ◦ F and P0 ◦ F ◦ P0 preserve sifted colimits as functors C≥0 → Cs. Therefore, it
suffices to show that they agree on the subcategory C0. However, P0 acts by the identity on C0 by
assumption, hence the result follows.

Remark 5.2.5. Let us regard the (ordinary ∞-)category of C2-endofunctors EndC2(C) as a monoidal
∞-category under composition. Write EndΣ

C2
(C≥0) for the full subcategory of EndC2 (C) on those

C2-functors which preserve sifted colimits pointwise. Consider the following full subcategories of
EndΣ

C2
(C≥0):

▲ EndΣ
C2,0 (C≥0) spanned by those C2-functors F which both preserve sifted colimits pointwise

and satisfy F
(
C0) ⊆ C0.

▲ EndΣ
C2,2 (C≥0) spanned by those C2-functors F which both preserve sifted colimits pointwise

and satisfy PF
(
C0) ⊆ C0.

The monoidal stucture on EndC2 (C≥0) descends to one on EndΣ
C2,0 (C≥0), and by Lemma 5.2.4,

EndΣ
C2,2 (C≥0) is a monoidal subcategory of EndΣ

C2
(C≥0). We have an inclusion EndΣ

C2,0 (C≥0) ⊆
EndΣ

C2,2 (C≥0) which is moreover monoidal. The inclusion admits a left adjoint8 τ : EndΣ
C2,2 (C≥0)→

EndΣ
C2,0 (C≥0). Since C0 generates C≥0 under sifted colimits, we identify sifted colimit-preserving

C2-functors C≥0 → C≥0 with their restrictions to C0. From this description, it follows that the left
adjoint τ is given by composition with P. Since the inclusion is monoidal, τ is oplax monoidal, and
Lemma 5.2.4 furthermore implies that τ is strictly monoidal.

Furthermore, under the restriction functor of Remark 5.1.4, τ is sent to τ of [Rak20, Remark
4.2.18] by Corollary 5.3.5.

Definition 5.2.6. Let C be a C2-∞-category and let B be a C2-stable C2-∞-category. We say that a
C2-functor F : C → B is n-excisive if both Fe and FC2 (see Remark 5.1.4) are n-excisive. We say that a
C2-functor is excisively polynomial if it is n-excisive for some n.

Observation 5.2.7. Let C be a derived involutive algebraic context. Then it follows from Remark
5.2.2 that C2Sym≤i

C (−) is i-excisive.

Definition 5.2.8. Let A,B be additive C2-∞-categories and suppose B is idempotent-complete. Say
that a C2-functor A → B is of degree n if Fe and FC2 are both of degree n in the sense of [Rak20,
Definition 4.2.10].

Example 5.2.9. Let A be a distributive C2-symmetric monoidal C2-∞-category. Then the C2-functor
C2Sym≤i

A is of degree i.
8We break with our notational conventions and write τ for a non-parametrized functor; the motivation for doing so is

reflected in the last sentence of this remark.
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Recollection 5.2.10. Let E ⊆ EndC2 (C) denote the full subcategory spanned by those C2-endofunctors
which are excisively polynomial, preserve sifted colimits pointwise, and preserve the full C2-
subcategory C≥0. Let E ′ ⊆ EndC2 (C≥0) denote the full subcategory spanned by those C2-endofunctors
which are excisively polynomial and preserve sifted colimits pointwise. Because the Postnikov
t-structure on C is right-complete, we conclude by Proposition 4.2.15 of [Rak20] that the monoidal
restriction functor E → E ′ is an equivalence.

Construction 5.2.11 (Derived involutive symmetric powers monad). We will construct a filtered
E -monad LSymσ,≤∗

C on the C2-∞-category C, with a map of filtered E -monads θ≤∗ : C2Sym≤∗C (−)→
LSymσ,≤∗

C (−), where C2Sym≤∗C (−) is the C2-symmetric powers filtered monad of Construction
5.1.10.

By Recollection 5.2.10, it will suffice to construct filtered E ′-monads LSymσ,≤∗
C≥0

and θ≤i on C≥0

instead. By Observation 5.2.7, C2Sym≤∗C≥0
(−) is a filtered E ′-monad. By definition of an derived

involutive algebraic context, C2Sym≤i
C≥0

(−) ∈ EndΣ
C2,2 (C≥0) for all i ≥ 0. Using Remark 5.2.5, define

LSymσ,≤∗
C≥0

(−) = τC2Sym≤∗C≥0
(−). Because τ is monoidal, LSymσ,≤∗

C (−) inherits a filtered monad

structure from C2Sym≤∗C (−). Finally, the unit map of the adjunction τ induces a map of filtered
monads θ≤∗ : C2Sym≤∗C≥0

(−)→ LSymσ,≤∗
C≥0

(−) in EndΣ
C2,2 (C≥0).

By Example 5.2.9 and [Rak20, Proposition 4.2.14], LSymσ,≤i
C≥0

is a filtered E ′-monad, and θ≤∗ is a
map of filtered E ′-monads.

Definition 5.2.12. Let C be an derived involutive algebraic context. Let LSymσ
C denote the colimit

of the derived involutive symmetric powers filtered monad LSymσ,≤∗
C of Construction 5.2.11. By

Proposition 5.1.6, LSymσ
C is a monad on C. We will refer to left modules over the monad LSymσ

C
on C as derived involutive algebras in C, and denote the C2-∞-category of such objects (Construction
5.1.3) by DAlgσ(C).

We will denote the fiber of DAlgσ(C) over the C2-set C2/C2 by DAlgσ(C), and we will denote
the fiber of DAlgσ(C) over the C2-set C2/e by DAlg(Ce) or DAlg(C)e.

Every derived involutive algebra has an underlying C2-E∞-algebra.

Notation 5.2.13. Recall the map of filtered monads θ≤∗ : C2Sym≤∗C (−) → LSymσ,≤∗
C (−) of Con-

struction 5.2.11. Taking colimits, we obtain a map θ : C2SymC(−) → LSymσ
C(−) of monads on C.

This induces a forgetful C2-functor Θ : DAlgσ(C)→ C2E∞Alg(C).

Proposition 5.2.14. (1) The C2-∞-category of derived involutive algebras in C strongly admits all C2-
small C2-colimits.

(2) The C2-∞-category of derived involutive algebras in C strongly admits all C2-small C2-limits.

(3) The forgetful C2-functor Θ : DAlgσ(C)→ C2E∞Alg(C) strongly preserves all small C2-colimits and
C2-limits.

Proof. Since we work with a fixed derived involutive algebraic context C, we will mostly suppress C
from notation and write DAlgσ instead of DAlgσ(C) throughout the proof. To show (1), by Theorem
B of [Sha21a], it suffices to check the conditions
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(a) for every C2-set T = C2/H, the fiber DAlgσ
T

admits all small κ-colimits, and for every
morphism α : T → S in OC2 , the restriction map α∗ : DAlgσ

S
→ DAlgσ

T
preserves κ-small

colimits.

(b) for every map of finite C2-sets α : U → V, the restriction functor α∗ : DAlgσ
V
→ DAlgσ

U
admits

a left adjoint α!

(c) DAlgσ satisfies the Beck–Chevalley condition: For every pullback square

U′ U

V′ V

α′

β′

α

β

in FinC2 , the exchange map [Lur09, immediately before Definition 7.3.1.1]

α′!β
′∗ =⇒ β∗α!

is an equivalence.

For criterion (a), each fiber DAlgσ
T

is presentable by [Rak20, Proposition 4.1.10]. Now the only
non-isomorphism is α : C2 → C2/C2. The functor α∗ preserves sifted colimits because the forgetful
functors DAlgσ(C)C2 → CC2 and DAlgσ(C)e → Ce detect sifted colimits, and the functor α∗ : CC2 →
Ce preserves sifted colimits. To show that the restriction functor α∗ preserves coproducts, we can
argue as in [Rak20, Proposition 4.2.27] to reduce to showing that the canonical map µ : LSymCe(Xe⊕
Ye)→ α∗LSymσ

C(X⊕Y) is an equivalence for all X, Y ∈ CC2 . Because the map µ arises canonically
as the colimit of a map LSym≤∗Ce (Xe ⊕ Ye) → α∗LSymσ,≤∗

C (X ⊕ Y) in CC2 × CC2 → Fun (Z≥0, Ce)
which is polynomially excisive in each variable, it suffices to show that µ is an equivalence for all
X, Y ∈ (C0)C2 . This follows from the corresponding map where LSymσ

C is replaced by C2SymC is
an equivalence.

To verify criterion (b), we show that α∗ satisfies the conditions of the adjoint functor theorem
[Lur09, Theorem 5.5.2.9(2)]. That DAlgσ

U
, DAlgσ

V
are presentable and α∗ is accessible follow from

the verification of criterion (a). It remains to show that α∗ preserves all small limits. Since limits in
DAlgσ

U
≃ ∏W∈Orbit(U) DAlgσ

W
are created by the forgetful functor to ∏W∈Orbit(U) CW (and likewise

for V), (b) follows from the fact that the restriction functor α∗ : CC2 → Ce preserves all small limits.
We show how to check criterion (c) in the special case where the pullback square is given by

C2 × C2 C2

C2 C2/C2

π2

π1 α

α

in FinC2 ; the general case is similar. If α∗ = (−)e : DAlgσ
C2/C2

→ DAlgσ
C2/e

denotes restriction

along C2 → C2/C2, let us write (−)⊠C2 for its left adjoint. Fixing a trivialization C2 × C2 ≃
C2 ⊔ C2, we may identify the left adjoint to restriction along π1 as a twisted form of the coproduct
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−⊠− : DAlgσ
C2×C2

→ DAlgσ
C2

. Now unraveling definitions, the exchange map π1!π
∗
2 =⇒ α∗α! is

given on A ∈ DAlgσ(C)e by a composite

A ⊠ A ε−→ (A⊠C2)e ⊠ (A⊠C2)e −→ ((A⊠C2)e)⊗2 µ−→ (A⊠C2)e .

Because the functors π1!, π∗2 , α!, α∗ all preserve sifted colimits, it suffices to show that the exchange
map is an equivalence when A = LSymσ

Ce(N) for some N ∈ Ce. Because LSymCe preserves
finite coproducts, we have LSymσ

Ce(N)⊠ LSymσ
Ce(N) ≃ LSymCe(N ⊕ N). Because (LSymσ

C)
e ≃

LSymCe(−e), the corresponding diagram of left adjoints commutes and we have an equivalence
LSymσ

Ce(N)⊠C2 ≃ LSymCe(C2 ⊗ N). Thus we may regard the exchange map as a morphism
LSymCe(N ⊕ N)→ LSymσ

C(C2 ⊗ N). Furthermore, let us observe that the exchange map arises as
the colimit of a filtered map LSym≤∗Ce (N ⊕ N) → LSymσ,≤∗

C (C2 ⊗ N). Because each filtered piece
preserves filtered colimits in N and is excisively polynomial, it suffices to show the exchange map
is an equivalence for N ∈ (C0)e, and this is true by construction.

To show (2), in view of [Sha23, Corollary 5.25], by Theorem B of [Sha21a], it suffices to check
the duals to the conditions outlined in the proof of part (1). For each C2-set T ∈ OC2 , the fiber
DAlgσ

T
admits all small limits because they are computed in CT . For each α : T → S, the restriction

functor α∗ : DAlgσ
S
→ DAlgσ

T
preserves all small limits because they are computed in CS and CT ,

respectively and α∗ : CS → CT preserves all small limits. For each map of finite C2-sets α : U → V,
the restriction functor α∗ : DAlgσ

V
→ DAlgσ

U
admits a right adjoint α∗ by the adjoint functor

theorem [Lur09, Theorem 5.5.2.9(1)] and the proof of part (1). Finally (the dual to) condition (c)
follows from the fact that limits in DAlgσ

T
are computed in CT .

The forgetful C2-functor Θ preserves small sifted colimits and all limits indexed by constant
diagrams because they are reflected by the forgetful C2-functors to C. By [BH21, Lemma 2.8; Sha21a,
Theorem 8.6(a)], to prove (3), it suffices to show that Θ preserves finite C2-coproducts. In other
words, we need to show that for A ∈ DAlgσ(C)e, the canonical map NC2 (Θ(A))→ Θ(A⊠C2) is an
equivalence, where ⊠C2 denotes the left adjoint to the forgetful functor DAlgσ(C)C2 → DAlgσ(C)e.
Since each A is a geometric realization of free derived algebras and Θ and (−)⊠C2 and NC2 commute
with sifted colimits, we may without loss of generality take A = LSymCe(M) for M ∈ Ce. That
is, we need to show that the canonical map εM : NC2 (ΘLSymCe(M))→ Θ

(
LSymCe(M)⊠C2

)
is an

equivalence for M ∈ Ce. Since LSymσ
C is a left C2-adjoint by Lemma 5.1.5, we have a canonical

equivalence LSymCe(M)⊠C2 ≃ LSymσ
C(C2 ⊗M). Thus, arguing as in [Rak20, Proposition 4.2.27], it

suffices to show that the map NC2 (LSymCe(M))→ (LSymσ
C(C2 ⊗M)) is an equivalence. The map

ε arises as the colimit of a filtered map ε≤∗M :
(

ΘLSymσ,≤∗
Ce (M)

)⃝⋆C2 → Θ
(

LSymσ,≤∗
C (C2 ⊗M)

)
,

where (−)⃝⋆C2 denotes the Day convolution C2-symmetric monoidal structure on Fil(C) of Corollary
3.1.13. Since ε≤n

M is excisively polynomial for each n and preserves sifted colimits, by [Rak20,
Proposition 4.2.15] it suffices to show that it induces an equivalence on colimits for M ∈ C0. This
follows from the fact that C2SymC≥0

takes C2-coproducts to the norm as a functor C0 → C≥0 and P
is C2-symmetric monoidal.

Let C be a derived algebraic context, and write ΠC2 for the right adjoint to the restriction functor
CC2 → Ce. By Proposition 5.2.14(1), the restriction functor α∗ : DAlgσ(C)C2 → DAlgσ(C)e admits a
right adjoint α∗, where α : C2/e→ C2/C2.
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Proposition 5.2.15. Let C be a derived involutive algebraic context, and write ΠC2 for the right adjoint
to the restriction functor CC2 → Ce. Write U : DAlgσ(C) → C for the forgetful C2-functor. Then in the
adjunction (α∗, α∗) between DAlgσ(C)C2 and DAlgσ(C)e, the right adjoint α∗ agrees with U on underlying
objects, i.e. there is a commutative diagram

DAlgσ(C)e DAlgσ(C)

Ce CC2 .

α∗

Ue UC2

ΠC2

Proof. By definition, the functor α∗ : DAlgσ(C)e → DAlgσ(C)C2 satisfies that for all B ∈ DAlgσ(C)C2

and A ∈ DAlgσ(C)e, there is an equivalence

homDAlgσ(C)(B, α∗(A)) ≃ homDAlgσ(C)e(Be, A).

Suppose B = LSymσ
C(M) for some M ∈ CC2 . The aforementioned equivalence becomes

homCC2 (M, UC2 α∗(A)) ≃ homCe(Me, Ue A).

Since ΠC2 is the right adjoint to (−)e : CC2 → Ce, we have shown that the underlying k-module of
α∗(A) is equivalent to ΠC2Ue A.

Remark 5.2.16. Given a morphism F : C → D of derived involutive algebra contexts, there is an
induced C2-functor F′ : DAlgσ(C) → DAlgσ(D) which strongly preserves C2-colimits so that the
diagrams

DAlgσ(C) DAlgσ(D) DAlgσ(C) DAlgσ(D)

C D C D

F′ F′

F

LSymσ
C

F

LSymσ
D

commute canonically. By Corollary 2.1.14, F′ and F admit right C2-adjoints G′ and G, and commu-
tativity of the right-hand diagram above implies that the diagram

DAlgσ(C) DAlgσ(D)

C D

UC UD

G′

G

also commutes. On underlying ∞-categories, these diagrams recover those of [Rak20, Remark
4.2.25].

Definition 5.2.17. We say that A is a derived involutive bialgebra if A is a dualizable C2-E∞-coalgebra
object of DAlgσ(C). There is a C2-∞-category of derived involutive bialgebras coAlgDAlgσ(C)
whose underlying ∞-category is the ∞-category of derived bicommutative bialgebra objects of
[Rak20, Definition 4.2.30].
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If A is a derived involutive bialgebra object, then comodules over A admits a notion of derived
involutive algebra objects.

Construction 5.2.18. Let A be a derived involutive bialgebra object over k. Then because the
forgetful C2-functor DAlgσ(C)→ C is canonically C2-symmetric monoidal, the argument of [Rak20,
Construction 4.2.32] applies to show the existence of a commutative diagram

coModA∨ coModA∨

C C

LSymσ

LSymσ
C

of C2-functors of C2-∞-categories, where we have abbreviated coModA = coModA(C). Note that
taking ‘underlying’ recovers the diagram of [Rak20, Construction 4.2.32].

Suppose that A is moreover dualizable. We write DAlgσ (ModA) := ModLSymσ (coModA∨) and
write DAlgσ(ModA) for its C2-fixed points. We will refer to these as the (C2-)∞-category of derived
involutive algebra objects of ModA.

Remark 5.2.19. Let F : C → D be a morphism of derived involutive algebra contexts. Let B be a
dualizable C2-E∞ bialgebra object of C equipped with a lift of B∨ to a derived involutive bialgebra
object in C. Then F(B) and F(B∨) ≃ F(B)∨ inherit the same structure in D, and there is an induced
functor FB : LModB(C)→ LModF(B)(D). By Remark 5.2.16, there is an induced C2-functor

F′B : DAlgσ (LModB(C)) ≃ DAlgσ (coLModB∨(C))→ DAlgσ
(

LModF(B)(D)
)
≃ DAlgσ

(
coLModF(B)∨(D)

)
making the diagrams

DAlgσ (LModB(C)) DAlgσ (LModB(C)) DAlgσ (LModB(C)) DAlgσ (LModB(C))

LModB(C) LModF(B)(D) LModB(C) LModF(B)(D)

F′B F′B

F

LSymσ

F

LSymσ

commute, where the vertical arrows on the left are forgetful C2-functors.

5.3 Examples

In this section, we discuss the derived involutive algebraic contexts which we will use in the rest of
the paper. Before we discuss the prototypical example (Example 5.3.8), we fix some notation and
include some auxiliary results and definitions needed to show that modules over a fixed point C2-
Mackey functor may be regarded as an derived involutive algebraic context. We discuss filtered and
graded variants on the prototypical example and relate the examples here to their non-equivariant
counterparts. Finally, we include a few examples of objects in these C2-∞-categories.

Notation 5.3.1. Throughout this section, k will denote some discrete ring with involution and k
will denote the associated fixed point Green functor of Notation 2.3.5. We will write Mod0

k for the
full C2-subcategory of Modk spanned by the free k-modules on finite C2-sets. Note that there is an
inclusion Mod0

k ⊆ Mod♡k .
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Definition 5.3.2 ([HHR16; Hil12, Definition 2.1]). For each n ∈ Z, let slc≥n denote the localizing
subcategory of Modk

(
SpC2

)
generated by C2 ⊗H SℓρH−ε ⊗S k, where H is a subgroup of C2, ℓ ·

|H| − ε ≥ n, and ε = 0, 1. We say that an object X ∈ Modk is slice n-connective if it is in slc≥n.
We will write slc≥n for the full C2-subcategory of Modk on slc≥n.

A word of warning: the slice filtration does not agree with the regular slice filtration of Definition
3.2.20.

Remark 5.3.3. The inclusion slc≥n ⊆ Modk

(
SpC2

)
admits a right C2-adjoint τslc

≥n by a similar
argument to Proposition 3.2.2; the key is that slc≥n is closed under C2-coproducts [Hil12, Proposition

2.6]. We will also write τslc
≥n for the composite Modk

τslc
≥n−−→ slc≥n ⊆ Modk. Let τslc

≤n denote the

C2-endofunctor cofib
(

τslc
≥n+1 → id

)
of Modk. Since there is an inclusion slc≥n ⊆ slc≥n−1, there

are canonical natural transformations τslc
≤n → τslc

≤n−1. The fiber of the natural transformation
Pn = fib(τslc

≤n → τslc
≤n−1) will be called the nth slice. We will abuse notation and also write τslc

≤n for

the composite of τslc
≤n with the inclusion slc≥n ⊆ Modk

(
SpC2

)
, and likewise for Pn.

We will mainly be concerned with the case n = 0.

Proposition 5.3.4 ([Hil12, Corollary 2.16]). Let k be the fixed point C2-Mackey functor associated to a
commutative ring k with an involution (Notation 2.3.5). For any M ∈ Modk, the zeroth slice P0M is the
largest quotient of π0M on which the restriction map π0MC2 → π0Me is injective.

The next corollary follows immediately from Remark 5.3.3 and the preceding proposition.

Corollary 5.3.5. Same assumptions as in Proposition 5.3.4. The functor P0 admits a C2-parametrized
enhancement Modk → Modk which we also denote by P0. The underlying component of the parametrized
functor P0 is given by π0.

Lemma 5.3.6. Let k be the fixed point Green functor associated to a commutative ring with an involution.
Then the zeroth slice functor P0 : Modk,≥0 → Modslc=0

k is compatible with the C2-symmetric monoidal
structure on Modk,≥0.

Proof. It suffices to check the conditions in [NS22, Remark 2.9.3]. Condition (1) follows from the
same argument as [Lur17, Proposition 2.2.1.8]. To verify condition (2), we must show that for any
X ∈ Mode

k,≥0 ≃ Modke ,≥0, the canonical map X → π0X induces an equivalence P0NC2 X →
P0NC2 π0X. Because the functors P0 ◦ NC2 and P0NC2 π0 preserve sifted colimits as functors
Modke ,≥0 → Modslc=0

k , it suffices to show that they agree on Mod0
ke . Since π0 acts by the iden-

tity on Mod0
ke , the result follows.

Notation 5.3.7. The subcategory of Mod♡k on the zero slices will be denoted Modslc=0
k . We will

similarly write Modslc=0
k for the full C2-subcategory of Modk on Modslc=0

k . By Corollary 5.3.5, we

have Modslc=0
k (C2/e) ≃ Mod♡ke .

Example 5.3.8. Let C = Modk be equipped with the Postnikov t-structure (Variant 2.3.12), take
C0 to be the full C2-subcategory spanned by the free k-modules on finite C2-sets, and let Cs to be
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the zero slices of Notation 5.3.7 (hence P is the zero slice functor of Corollary 5.3.5). That P is
compatible with the C2-symmetric monoidal structure on C follows from Lemma 5.3.6. We will
denote DAlgσ (Modk

)
by DAlgσ

k
and refer to objects therein as derived involutive k-algebras or derived

involutive algebras/rings when k = Z with the trivial action. Similarly, we will denote the fiber of
DAlgσ

k
over C2/C2 by DAlgσ

k .

Unraveling Proposition 5.2.14 and Remark 2.1.3, we see how the formalism of parametrized
∞-categories allows us to compare our derived involutive algebras with the (non-equivariant)
derived algebras of [Rak20, Definition 4.2.22].

Remark 5.3.9. The fiber of DAlgσ
Z

over the C2-set C2/e may be identified with the ordinary ∞-

category Mod(LSymσ
Z)e (ModZ) ≃ ModLSymZ

(ModZ), where LSymZ is the monad of [Rak20, Ex-

ample 4.3.1], and the map C2/e→ C2/C2 of C2-sets classifies a functor DAlgσ
Z → DAlgZ.

Moreover, there is a colimit-preserving functor (−)e : DAlgσ
k → DAlgke such that the diagrams

DAlgσ
k DAlgBC2

ke

Modk Modke

U

(−)e

U
(−)e

and

DAlgk DAlgke

Modk Modke

(−)e

(−)e
LSymσ LSym

canonically commute.

Remark 5.3.10. Let ℓ be a discrete ring with an involution, and let ℓ denote the associated C2-
Mackey functor. Write k := ℓC2 for the subring of elements which are fixed by the involution.
The assignment M 7→ (M→ M⊗k ℓ) where M⊗k ℓ is given the induced C2-action promotes to a
functor ⊗kℓ : Modk → Modℓ. Observe that ⊗kℓ makes the diagram

Modk Modk

Modℓ Modℓ

⊗kℓ

π0

⊗kℓ

P0

commute and sends discrete finite free k-modules to free ℓ-modules on C2-sets with trivial action.
Moreover, ⊗kℓ is symmetric monoidal and for any ℓ[S] where C2 acts trivially on S, the canonical
map P0Symℓ (ℓ[S])→ P0C2Symℓ (ℓ[S]) is an equivalence. It follows that ⊗kℓ induces a functor of
∞-categories DAlgk → DAlgσ

ℓ . The precise argument is similar to Remark 5.2.16, and we leave the
details to the reader. When ℓ has the trivial C2-action (so kC2 = ℓ), this functor sends a derived
algebra over ℓ to the constant derived involutive algebra over ℓ.

Variant 5.3.11. Let DAlgσ,conn
k = DAlgσ

k ×Modk
Modk,≥0 and DAlgσ,slc=0

k = DAlgσ
k ×Modk

Modslc=0
k .

(1) Let D0 denote the full subcategory of DAlgσ,conn
k spanned by the objects LSymσ

k (X) for

X ∈ Mod0
k . Then DAlgσ,conn

k is projectively generated by D0, so there is a canonical equiva-

lence DAlgσ,conn
k ≃ pShvΣ(D0).
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(2) Consider the localization P0 : Modk,≥0 −→←− Modslc=0
k : ι. Then by [Rak20, Proposition 4.1.9],

there is an equivalence DAlgσ,slc=0
k ≃ ModT0

(
Modslc=0

k

)
where T0 = P0LSymσι is the in-

duced monad on Modslc=0
k . Unravelling definitions, we see that an object A of DAlgσ,slc=0

k
consists of a Tambara functor A so that the restriction map R : AC2 → Ae is injective and the
composite of the restriction with the internal norm is given by squaring, i.e. if a ∈ AC2 , then
n(ae) = a2. In other words, A is cohomological as a C2-Tambara functor (Definition 2.3.11).

Construction 5.3.12. Let C be a derived involutive algebraic context and consider Gr (C) and Fil (C).
These categories inherit t-structures from C where a graded (resp. filtered) object X∗ is connective
if and only if each Xn is connective. Moreover, by Corollary 3.1.13, they inherit C2-symmetric
monoidal structures from C. Take Gr (C)0 (resp. Fil (C)0) to be the full C2-subcategory on finite
coproducts of insn(X) for X ∈ C0 and let Gr (C)s be the full subcategory on those objects A∗ so that
evn(A∗) = An ∈ Cs, and similarly for Fil (C). These choices allow us to regard Gr (C)0 and Fil (C)0

as derived involutive algebraic contexts. We define graded (resp. filtered) derived involutive
algebras of C to be derived involutive algebras in Gr (C)0 (resp. Fil (C)0), which we denote by
GrDAlgσ and FilDAlgσ(C), respectively. Similarly, we have nonnegatively graded and filtered

variants, which we denote by Gr≥0DAlgσ and Fil≥0DAlgσ(C), respectively.

Remark 5.3.13. The C2-functor ins0 : C → Gr (C) is a morphism of derived involutive algebraic
contexts with right C2-adjoint ev0, whence we have an induced C2-adjunction ins0 : DAlgσ(C) −→←−
GrDAlgσ(C) : ev0 by Remark 5.2.16. Similar statements apply to the functors ins≥0 : Gr≥0 (C) →
Gr (C), gr : Fil (C) → Gr (C), and colim: Fil (C) → C in place of ins0 (compare [Rak20, Remark
4.3.6]).

Example 5.3.14. Let C be an derived involutive algebraic context and let Gr{0,1}(C) denote the full
C2-subcategory of Gr≥0(C) on those nonnegatively graded objects X∗ so that X∗ = 0 if ∗ ̸= 0, 1.
Write ι for the inclusion functor. Then Gr{0,1}(C) is a C2-stable subcategory of Gr≥0(C), the slice
filtration on Gr≥0(C) restricts to a slice filtration on Gr{0,1}(C) so that the inclusion ι preserves
connective objects, and ι admits a C2-left adjoint λ which is compatible with the C2-symmetric
monoidal structure on Gr≥0(C) in the sense of [NS22, Theorem 2.9.2], and λ sends the canonical
compact projective generators of Gr≥0(C) to the compact projective generators of Gr{0,1}(C). Then
by a similar argument to that of [Rak20, Example 4.3.8], Gr{0,1}(C) is a derived involutive algebra
context and λ, ι are morphisms of derived involutive algebraic contexts which fit into a localizing
adjunction Gr{0,1}(C) −→←− Gr≥0(C). Note in particular that the norm on Gr{0,1}(C) is given by

NC2
(

X0, X1
)
≃

(
NC2(X0), C2 ⊗ (X0 ⊗ X1)

)
,

where C2⊗− denotes the left adjoint to the restriction functor CC2 → Ce. We will write Gr{0,1}DAlgσ(C)
for the C2-∞-category of derived involutive algebras in Gr{0,1} (C).

We close this section with a few examples of (C2-)objects in the categories introduced earlier in
this section (for instance, in DAlgσ

k
of Example 5.3.8).
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Example 5.3.15. The free derived involutive k-algebra k[xtriv] on the k-module k is given by the
Lewis diagram

k[x]

k[x]

Res Tr

x 7→x

The restriction map is the identity and the transfer map is multiplication by 2. Note that the norm
map satisfies N(Res(x)) = x2.

Example 5.3.16. The free derived involutive algebra k[x, xσ] on the k-module k[C2] is given by the
Lewis diagram

k[ti, x · xσ]/
(

ti · tj = ti+j + (xxσ)j · ti−j when i > j
ti · ti = t2i + 2(xxσ)i

)

k[x, xσ]
Res Tr

x 7→xσ

The restriction map takes ti 7→ xi + xi
σ and the transfer map takes f 7→ f + σ( f ). Note that

k[x, xσ]tC2 =
⊕

n≥0 ktC2{xn
N} and ΦC2 k[x, xσ] = τ≥0k[x, xσ]tC2 = τ≥0ktC2 [xN ].

Example 5.3.17. Let A be a finite type R-algebra. Then by Variant (2), there is an involutive algebra
whose underlying Lewis diagram is

A = R[x1, . . . , xn]/( f1, . . . , fm)

C[x1, . . . , xn]/( f1, . . . , fm)

Res Tr

axn
i 7→axn

i

.

The restriction is induced by the canonical inclusion R → C and the transfer is induced by the
transfer map C→ R which sends a 7→ a + a.

Example 5.3.18. Let G be an abelian group. Endow G with the involution given by g 7→ g−1 and
regard Z as having the trivial involution. Then Z[G] is an involutive algebra, where Z[G]C2 is
given by the group ring on the 2-torsion subgroup of G.

5.4 Filtered and graded derived involutive rings

Recall that, given an E∞-algebra A in a category in C and a lax symmetric monoidal functor
F : C → D, F(A) naturally acquires the structure of a E∞-algebra in D. In particular, given a
t-structure on C which is compatible with the symmetric monoidal structure on C, the filtered object
τ≥∗A naturally acquires the structure of an E∞-algebra in Fil(C). Similarly, given a filtration (which
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may or may not come from a t-structure) on a C2-symmetric monoidal C2-∞-category C which
is compatible with the C2-symmetric monoidal structure on C and a C2-E∞-algebra A in C, the
filtered object τ≥∗A naturally acquires the structure of an C2-E∞-algebra in Fil(C). Unfortunately
for us, a lax C2-symmetric monoidal functor between derived involutive algebraic contexts need not
induce a functor on categories of derived involutive algebras. In particular, τ≥∗A is not necessarily
a filtered derived algebra when A is connective but not truncated.9

We record some results in this section which allow us to endow graded and filtered Z-modules
with derived involutive algebra structures from connectivity considerations alone. They will be used
to define involutive cochain complexes and the (dual) filtered involutive circle later on.

Lemma 5.4.1. Let k ≤ 0 and n ≥ 0, and let Z denote the constant C2-Mackey functor at Z. Then

▲ The fibers of the maps

cZ[−k] : C2Symm
Z (Z[−k])→ LSymσ,m

Z (Z[−k])

cZ[C2][−k] : C2Symm
Z (Z[C2][−k])→ LSymσ,m

Z (Z[C2][−k])

are mk-connective in the Postnikov t-structure on ModZ (Variant 2.3.12).

▲ The aforementioned maps cZ[−k] and cZ[C2][−k] induce isomorphisms on πmk(−)e and surjections on
πmk(−)C2 .

Proof. Follows from the same argument as [Rak20, Lemma 4.5.2].

Proposition 5.4.2. Let Z be the constant C2-Mackey functor valued at Z, regarded as a connective
derived algebra with involution. The graded derived symmetric algebra monad LSymσ

Z : Gr
(
ModZ

)
→

Gr
(
ModZ

)
of Variant 5.3.11 preserves the full C2-subcategory Gr≤0(ModZ)≥∗ consisting of those graded

modules X∗ such that Xn ≃ 0 for n > 0 and Xn ∈ τ≥n Modk is n-connective in the Postnikov t-structure
on ModZ for n ≤ 0.

Proof. The subcategory Gr≤0 (ModZ

)
≥∗ is closed under colimits, tensor products, and norms, and

has compact projective generators given by finite coproducts of objects C2 ⊗ ΣnZ(n) and ΣnZ(n).
Now a Z-module X is n-connective if and only if Xe and XC2 are both n-connective if and only if

Xe and XφC2 are both n-connective. Notice that ΦC2LSymσ,m
Z (M) = τ≥0

((
π0M⊗m

hΣm

)tC2
)

for M ∈

Mod0
Z, that is the functor ΦC2LSymσ,m

Z is degree m on Mod0
Z. Therefore ΦC2LSymσ,m

Z is m-excisive
on ModZ. The result follows from noting that the fiber of the map ΦC2 ◦ θ : ΦC2 C2Symm

Z(M) →
ΦC2LSymσ,m

Z (M) is connective for M = Z, Z[C2] and the same downward induction argument of
[Rak20, Lemma 4.5.3].

Definition 5.4.3. Define an graded involutive commutative algebra monad

CSymσ : Gr (slc=0)→ Gr (slc=0)

which sends a graded zero-slice over Z to the free C2-graded-commutative graded cohomological
Tambara functor (compare Remark 3.2.11).

9We thank Arpon Raksit for explaining this point to us.
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Notation 5.4.4. We have a fully faithful embedding

ι : Gr≤0 (slc=0)
[∗]−→ Gr≤0 (ModZ

)♡
+
→ Gr≤0 (ModZ

)
≥0+

which admits a left C2-adjoint

π : Gr≤0 (ModZ

)
≥0+

[−∗]−−→ Gr≤0 (ModZ

)♡
+

P0
−→ Gr≤0 (slc=0)

where the last functor is the zeroth slice functor pointwise.

Lemma 5.4.5. There is a commutative diagram

Gr≤0 (ModZ

)
≥0+ Gr≤0 (ModZ

)
≥0+

Gr≤0 (slc=0) Gr≤0 (slc=0)

π

LSymσ

π

CSymσ

of C2-∞-categories, where LSymσ is the restriction of the free graded derived involutive algebra from
Proposition 5.4.2, π is from Notation 5.4.4, and CSymσ is the functor of Definition 5.4.3.

Proof. For each M ∈ Gr≤0 (ModZ

)
≥0+, there is a unit map M→ LSymσ

Z(M) which induces a map
π(M)→ πLSymσ

Z(M). Since π is C2-symmetric monoidal with respect to the Koszul C2-symmetric
monoidal structure on the target10, the C2-E∞-algebra structure on LSymσ

Z(M) induces a natural
graded C2-commutative algebra structure on πLSymσ

Z(M), hence there is a canonical map

cM : CSymσ
Z(π(M))→ π

(
LSymσ

Z(M)
)

. (5.4.6)

Since the functors preserve sifted colimits and send direct sums to tensor products, it suffices
to show that (5.4.6) is an equivalence for M = Z[−k](k) and Z[C2][−k](k). The result follows
from Lemma 5.4.1, combined with the fact that, given two n-connective Z-modules X, Y and a
map f : X → Y so that πn f e : πnXe → πnYe is an isomorphism and πn f C2 : πnXC2 → πnYC2 is
surjective, then P0 (πnX → πnY) is an isomorphism.

Proposition 5.4.7. The adjunction ι ⊣ π of Notation 5.4.4 induces an equivalence between the C2-∞-
categories

▲ The full C2-subcategory of Gr≤0DAlgσ
Z

on those graded derived involutive algebras A such that An

has (Mackey functor) homotopy groups concentrated in degree −n for all n ≤ 0 and the restriction
map on π−n An is injective.

▲ The full C2-subcategory of C2E∞AlgGr≤0
(

Mod♡Z
)⊗K

spanned by those ordinary graded C2-Tambara
functors B such that Bn ≃ 0 for n > 0 and the restriction map on each Bn, n ≤ 0 is injective.

Proof. Using the result of Lemma 5.4.5, the result follows from the same argument as in [Rak20,
Proposition 4.5.6].

10This is no longer true if we replace P0π0 by π0.
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Lemma 5.4.8. Let Z be the constant C2-Mackey functor at Z. The filtered derived symmetric algebra
monad LSym≤∗ : Fil

(
ModZ

)
→ Fil

(
ModZ

)
of Construction 5.3.12 preserves the full C2-subcategory

Fil≤0 (ModZ

)
≥∗ consisting of those filtered modules X∗ such that Xn ≃ 0 for n > 0 and Xn ∈ τPost

≥n ModZ

is n-connective with respect to the Postnikov t-structure on ModZ (Variant 2.3.12) for n ≤ 0.

Proof. Similar to proof of Proposition 5.4.2.

Lemma 5.4.9. Let Z be the constant C2-Mackey functor at Z. There is a commutative diagram of C2-∞-
categories

Fil≤0 (ModZ,≤0
)
≥0 Mod≤0

Z

Fil≤0 (ModZ,≤0
)
≥0 Mod≤0

Z

LSymσ

colim

LSymσ

colim

where Fil≤0 (ModZ,≤0
)
≥0 denotes those filtered Z-modules M≥0 such that Mn ≃ 0 for n > 0 and Mn is

n-connective and (0-)coconnective for all n ≤ 0.

Its proof is similar to that of Lemma 5.4.5, so we omit it.

Proposition 5.4.10. Let Z be the constant C2-Mackey functor at Z. Then the Postnikov filtration func-
tor τPost

≥∗ : ModZ → Fil
(
ModZ

)
induces a fully faithful embedding DAlgσ,ccn

Z
↪→ FilDAlgσ

Z
where

DAlgσ,ccn
Z

denotes the full C2-subcategory on those derived involutive algebras whose underlying Z-module
is coconnective.

Proof. Note that because the t-structure on ModZ is right-complete (Lemma 2.2.18), τ≥∗ is fully
faithful. By Lemma 5.4.9, we have an equivalence colim ◦LSymσ ◦ τ≥∗ ≃ LSymσ of C2-endofunctors
on Mod≤0

Z . Then [Rak20, Proposition 4.1.9] implies there is a localizing adjunction on categories of
modules over the respective monads.

6 Involutive cohomological invariants

In this section, we introduce involutive enhancements of the cotangent complex and de Rham
complex for the involutive algebras defined in §5.

We construct the involutive cotangent complex in much the same way as its classical counterpart:
as the C2-left adjoint to a square-zero extension functor. However, we remark that in pivoting from
E∞-algebras to C2-E∞-algebras, we should regard such a functor as associating to a pair (A, M) an
square- and norm-zero C2-E∞ A-algebra with underlying object A⊕M, and likewise for ordinary
derived algebras and derived involutive algebras

The ordinary derived de Rham complex is characterized by the structure present on it: LΩ
•
A/k is

the initial h+-differential graded derived commutative k-algebra under A. The involutive (derived)
de Rham complex LΩσ,•

−/k is similarly characterized by a universal property: To define LΩσ
−/k, we

specify the type of structure it should have. Non-equivariantly, one typically starts by defining
differential graded objects, then introducing differential graded algebras. Here, the involutive
enhancement of differential graded objects is not differential graded objects in k-modules as one
might expect: In [SV96, §2], Solotar–Vigué-Poirrier show that given an algebra A with an involution
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ω, its de Rham complex naturally acquires the structure of a dg module so that the differential d is
antilinear with respect to the involution; that is, dω = −ωd. Thus, the appropriate enhancement of
h+-differential graded objects for our purposes are the hσ

+-differential graded objects of Definition
6.2.4. Our hσ

+-dg objects still have a relationship to complete filtered objects, albeit with a twist (see
Proposition 6.2.11, which the interested reader may contrast with [Rak20, Remark 5.1.12]).

Remark 6.0.1. An essential feature of the ordinary (derived) de Rham complex LΩ•A/k is that
the individual terms appearing in it can be expressed as shifts of higher exterior powers of the
cotangent complex LA (cf. [Rak20, Theorem 5.3.6]). In this context, we expect a corresponding
involutive enhancement of such a statement. However, in attempting to prove such a statement,
we quickly find ourselves straying from the goal of this work. Thus, we set this question aside for
the moment and hope to return to it in future work.

6.1 The involutive cotangent complex

In this subsection, we introduce a definition of involutive cotangent complexes for derived involu-
tive algebras.

We show that the involutive cotangent complex of a derived involutive ring is a genuine
equivariant enhancement of the ordinary cotangent complex considered in [Rak20, §4.4]. We show
that the involutive cotangent complex is computable like its classical counterpart; the reader who
wishes to get a feel for computational aspects of the involutive cotangent complex is invited to
proceed directly to Example 6.1.11.

Throughout this section, we will work with a derived involutive algebraic context C equipped
with a fixed map of derived involutive algebraic contexts ModZ → C (see Example 5.3.8).

Notation 6.1.1. Let C2E∞Alg Mod(C) denote the C2-∞-category whose Oop
C2

-objects consist of pairs
(A, M) where A is a C2-E∞-algebra in C and M is an A-module in C. Write

DAlgσ Mod(C) := DAlgσ(C) ×
C2E∞Alg(C)

C2E∞Alg Mod(C) .

If A is a derived involutive algebra object of C, write DAlgσ Mod
A

:= DAlgσ Mod(C)(A,0)/−.

Proposition 6.1.2. (a) There is an equivalence of C2-∞-categories between Gr{0,1}C2E∞Alg(C) and

C2E∞Alg Mod(C) which commutes with the forgetful functors to Gr{0,1} (C).

(b) There is an equivalence of C2-∞-categories between Gr{0,1}DAlgσ(C) of Example 5.3.14 and DAlgσ Mod(C)
which commutes with the forgetful functors to Gr{0,1} (C).

Proof. To prove part (a), we proceed as in the proof of [Rak20, Lemma 4.4.2]. We first regard
Gr{0,1}C2E∞Alg(C) as a subcategory of Gr≥0C2E∞Alg(C). Now Gr≥0C2E∞Alg(C) can be identi-

fied with the ∞-category of lax C2-symmetric monoidal functors Zδ
≥0 → C. Then 0 ∈

(
Zδ
≥0

)C2/C2

has a unique C2-commutative algebra structure, and 1 ∈
(

Zδ
≥0

)C2/C2
has a unique module struc-

ture over 0. Thus there is an induced C2-functor α : Gr{0,1}C2E∞Alg(C) → C2E∞Alg Mod(C).
The result follows from observing that α commutes with the respective forgetful C2-functors to
C2E∞Alg(C) and appealing to the Barr–Beck–Lurie theorem pointwise [Lur17, Corollary 4.7.3.16].
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To prove part (b), notice that Remark 5.3.13 and the argument of [Rak20, Lemma 4.4.3] furnish a
C2-functor α′ : Gr{0,1}DAlgσ(C)→ DAlgσ Mod(C) making the following diagram commute

Gr{0,1}DAlgσ(C) DAlgσ Mod(C)

Gr{0,1} (C)
G

α′

G′
.

Now we show that the functors G, G′ admit left C2-adjoints F, F′ respectively. The functors G,
G′ evidently admit fiberwise left adjoints whose values on the fiber over C2/C2 are given by
F = LSymσ

Gr{0,1}(C) and F′(X0, X1) =
(
LSymσ

C(X0), LSymσ
C(X0)⊗ X1). The functors F, F′ promote

to left C2-adjoints by Corollary 2.1.13; the functors G and G′ evidently commute with C2-products.
Moreover, both C2-adjunctions are fiberwise monadic, the former by definition. Unravelling the
definition of LSymσ on Gr{0,1} (C), we see that the canonical map α′ ◦ F → F′ is an equivalence,
hence α′ is an equivalence by [Lur17, Corollary 4.7.3.16].

Notation 6.1.3. Let D∨, D∨C2
∈ GrDAlgσ,slc=0

Z denote the graded C2-cohomological Tambara func-
tors with underlying objects given by D∨ := 1⊕ 1(−1) and D∨C2

:= 1⊕ 1[C2](−1). By Variant

5.3.11.(2) and Construction 5.3.12, there is a canonical embedding GrDAlgσ,slc=0
Z → GrDAlgσ

Z, so
we naturally regard D∨ and D∨C2

as objects of GrDAlgσ
Z.

Remark 6.1.4. Writing U for the forgetful C2-functor DAlgσ Mod(C)→ DAlgσ(C), U : (A, M) 7→ A,
the unit 1→ D∨ and counit D∨ → 1 induce natural transformations η : U → G and ε : G → U so
that ε ◦ η ≃ id. Similar statements hold for the forgetful C2-functor U : DAlgσ Mod

A
→ DAlgσ

A
.

Construction 6.1.5. Then the square-zero and norm-zero extension functor is given by the C2-functor

G : DAlgσ Mod(C) ≃ Gr{0,1}DAlgσ(C)→ DAlgσ(C)
(A, M) 7→ ev0((A, M)⃝⋆ D∨) ,

where we have used the equivalence of Proposition 6.1.2(b). Furthermore, G induces a C2-functor
G : DAlgσ Mod

A
→ DAlgσ

A
.

Definition 6.1.6. (cf. [Rak20, Definition 4.4.7]) Let A ∈ DAlgσ(C) and let B ∈ DAlgσ
A/(C) and

M ∈ ModB(C). An A-linear derivation of B into M is a morphism of derived involutive algebras
δ : B→ B⊕M in DAlgσ(C)A/−/B. We may abuse notation by identifying a derivation δ with the
map of A-modules d : B→ M obtained by post-composing δ with the projection B⊕M→ M.

Proposition 6.1.7. The square-zero extension functor G : DAlgσ Mod
A
→ DAlgσ

A
of Construction 6.1.5

admits a left C2-adjoint L. On underlying ∞-categories, this recovers the adjunction of [Rak20, Proposition
4.4.8].

Proof. Observe that C2-∞-categories DAlgσ
A

and DAlgσ Mod
A

admit finite C2-products; we will
write ∏C2

for the right adjoints to both restriction functors. By Corollary 2.1.13, it suffices to show
that G admits fiberwise left adjoints and G preserves finite C2-products (or equivalently, that the left
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adjoints satisfy a Beck-Chevalley condition). The former is true because G evidently preserves all
limits. To show that G preserves finite C2-products, we must check that the canonical transformation

DAlgAe DAlgσ
A

DAlg ModAe DAlgσ ModA

∏C2

∏C2

G G

is an equivalence. This is true because the forgetful C2-functor DAlgσ
A
→ ModA is conservative,

and the transformation is evidently an equivalence on underlying objects.

Definition 6.1.8. Let A ∈ DAlgσ(C), let B be an involutive A-algebra. By Remark 6.1.4, there is a
unique B-module LB/A equipped with an equivalence L(B) ≃ (B, LB/A) in DAlgσ ModA, where
L is the left C2-adjoint of Proposition 6.1.7. We will refer to LB/A as the involutive cotangent complex
of B over A.

The unit of the adjunction equips LB/A with a universal A-linear derivation d : B→ LB/A.

Remark 6.1.9. Given a pushout diagram in DAlgσ(C)

A′ A

B′ B ,

the universal property of the involutive cotangent complex immediately implies that there is a
canonical equivalence of B-modules B⊗B′ LB′/A′ ≃ LB/A.

For the remainder of this subsection, we specialize to the derived involutive algebra contexts of
Example 5.3.8.

Remark 6.1.10. Let k be a discrete commutative ring with involution and let k denote the associated
fixed point C2-Green functor. Let DAlgσ Modconn

k denote the full C2-subcategory on those pairs
(A, M) where both A and M are connective. This C2-∞-category is generated under pointwise
sifted colimits and restrictions by the full subcategory DAlgσ Mod0

k on those (A, M) where A =

LSymσ
k (M) for some M ∈ Mod0

k and M ≃ A⊗k k[U] for some finite C2-set U. Since the square-
zero extension functor G preserves sifted colimits, G|DAlgσ Modconn

k
is the left derived functor of its

restriction G|DAlgσ Mod0
k
. Now the restriction G|DAlgσ Mod0

k
takes values in DAlgσ,slc=0

k , and it follows

that this restriction agrees with the square-zero extension considered in [Hil17, §3; Str12, §14]. The
notion of square-zero extension, derivation, and cotangent complex in this setting are explored in
the following example.

Example 6.1.11 (Free derived involutive algebras). Consider a free derived involutive k-algebra on
a connective k-module P. Then there is a canonical equivalence of LSymσ

k (P)-modules

LLSymσ
k (P)/k ≃ LSymσ

k (P)⊗k P.

Let’s unravel two special cases to see how this works. Let (B, M) ∈ DAlgσ Modslc=0 be arbitrary.
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▲ Suppose P = k. We want to find a pair L(k[x]) ∈ DAlgσ Modk such that

homDAlgσ Mod(L(k[x]), (B, M)) ≃ homDAlgσ (k[x], B⊕M)

It follows from the definitions that a morphism of involutive algebra objects φ : k[x]→ B⊕M
in DAlgσ,slc=0

k is equivalent to the data of a map of involutive algebras π1 ◦ φ : k[x] → BC2

and the image of π2 ◦ φC2(x) ∈ MC2 . Hence L(k[x]) ≃ (k[x], k[x]{dx}).

▲ Suppose P = k[C2]. We want to find a pair L(k[x, xσ]) ∈ DAlgσ Modk such that

homDAlgσ Mod(L(k[x]), (B, M)) ≃ homDAlgσ (k[x, xσ], B⊕M).

We see that a morphism of φ : k[x, xσ]→ B⊕M in DAlgσ,slc=0
k determines a diagram

k[xi
T , xN ]i∈N BC2 ⊕MC2

k[x, xσ] Be ⊕Me

Res

φC2

ResTr

x 7→xσ

φe
Tr

in which certain squares commute; in particular,

φC2(xn
T) = φC2(Tr(xn)) = Tr(φe(xn)) = Tr(φe

1(x)n + nφe
1(x)i−1 φe

2(x)).

Since xxσ is in the image of π0LSym2(k[x, xσ])hC2 → k[x, xσ]C2 , we deduce that the image of
φ(xxσ) is determined by the commutativity of the following diagram

π0LSym2(k[x, xσ])hC2 π0LSym2(Be ⊕Me)hC2

k[x, xσ]C2 BC2 ⊕MC2 .
φ

In particular, since the restriction map BC2 ⊕MC2 → Be ⊕Me is injective, we have φC2
2 (xN) =

Tr(φe
1(x)φe

2(xσ)). Hence the data of φ is determined by a map of rings k[x, xσ] → B and
φe

2(x) ∈ Me. Hence we see that L(k[x, xσ]) ≃ (k[x, xσ], k[x, xσ] ⊗ C2) where we identify
C2 ≃ {dx, dxσ}.

Example 6.1.12 (Hyperelliptic involutions). Let f (x) be a polynomial with C coefficients and
consider the algebra C[x, y]/(y2 − f (x)) with the involution which sends y to −y and acts by the
identity on C and x. Let us regard C[x, y]/(y2 − f (x)) as the underlying algebra with C2-action
of a C2-Green functor A over the constant C2-Green functor C. Now there is a pushout square in
DAlgσ

C:

C[z, w] C[y, yσ, x]

C C[x, y]/(y2 − f (x))

φ

ψ ,
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where C2 acts trivially on z, w, x and permutes y and yσ. The morphisms satisfy φ(z) = y + yσ,
φ(w) = −yyσ − f (x) and ψ(y) = y, ψ(x) = x. Since DAlgσ

C Mod → DAlgσ
C is a cocartesian

fibration and the cocartesian pushforward maps preserve colimits (of modules), the involutive
cotangent complex of A = C[x, y]/(y2 − f (x)) is determined by the cofiber sequence

A{dz, dw} A{dy, dyσ, dx} LA/C

dz 7→dy+dyσ

dw 7→−ydyσ−yσdy− f ′(x)dx

of A-modules. In particular, its Lewis diagram is

C[x]/ f (x){dx}/( f ′(x)dx)

C[x, y]/(y2 − f (x)){dx, dy}/(2ydy− f ′(x)dx)

Res Tr

where C2 acts trivially on dx and by multiplication by −1 on dy.

6.2 Involutive derived de Rham complex

In this section, we will introduce involutive enhancements of the derived de Rham complex and
de Rham cohomology. We begin with equivariant analogues of differential graded objects. Recall
that non-equivariantly, a h±-dg structure on a graded object X∗ encodes differentials of the form
Xi[±1]→ Xi+1 (see [Rak20, §5]). While we wish to define equivariant dg objects which specialize
to the non-equivariant notions on underlying objects, in doing so, we must make a choice. For
instance, maps Xi[−1] → Xi+1 and Xi[−σ] → Xi+1 in any C2-stable C2-∞-category both induce
maps Xe

i [−1] → Xe
i+1 on underlying objects. In this work, we promote h−-dg structures to the

equivariant setting naı̈vely (i.e. so that the differentials are of the form Xi[−1] → Xi+1) and we
promote h+-dg structures to the equivariant setting with a twist: An hσ

+-differential graded object
has differentials of the form Xi[σ]→ Xi+1. We will define the desired differential graded objects as
modules over certain algebras D− and Dσ

+ which are trivial square- and norm-zero extensions of
Z(0). Next, we show that there is a natural notion of the cohomology of a hσ

+-differential graded
object. That D− and Dσ

+ are both C2-E∞-bialgebras allows us to (by §4) define C2-symmetric
monoidal structures on hσ

+- and h−-differential graded objects and hσ
+- and h−-differential graded

C2-E∞-algebras. We will see that Dσ
+ has more structure than D−; its dual may be canonically

regarded as a derived involutive bialgebra. This structure on Dσ
+ will allow us to define a derived

involutive enhancement of strictly commutative differential graded algebras. The involutive
derived de Rham complex of A over B is defined as the universal involutive hσ

+-differential graded
B-algebra under A.

We begin by showing that certain graded Z-modules have C2-bialgebra structures.
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Lemma 6.2.1. Write Z for the constant C2-Mackey functor at Z. Write Z− for the Mackey functor

Z
C2
− = 0

Ze
− = Z

Res Tr

m 7→−m

.

Then there is an equivalence of Z-modules

Σ−σZ ≃ Σ−1Z−.

In particular, Z− is a regular (−1)-slice.

We thank Michael Hill for assistance with this aspect of the story.

Proof. Follows from computation of π−1T−σ of Proposition 7.1.11.

Recall that there are C2-symmetric monoidal structures on the C2-∞-categories Gr
(
Modk

)♡
rslice±

so that the truncation functors Gr
(
Modk

)
rslice≥0± → Gr

(
Modk

)♡
rslice± are C2-symmetric monoidal

(Proposition 3.2.9).

Construction 6.2.2. We will construct C2-E∞-co-C2-E∞ algebras Dσ
+ and D− in Gr

(
ModZ

)
so that

their underlying objects are given by

Dσ
+ ≃ (Z⊕ ΣσZ(1)) D− ≃

(
Z⊕ Σ−1Z(1)

)
and so that there are equivalences of bicommutative bialgebras

(
Dσ

+

)e ≃ D+ and (D−)
e ≃ D−

over Z, where D± are the graded bialgebras from [Rak20, Construction 5.1.1].

There are graded C2-E∞-bialgebras Z[ε±] = Z⊕Z[ε±]/(ε2
±) in Gr (ModZ)

♡,⃝⋆ K
r± , where ε is in

grading degree ±1, the comultiplication takes ε 7→ ε⊗ 1− 1⊗ ε and the C2-coalgebra structure
takes ε 7→ e⊗ ε− σ⊗ ε. Notice that Z[ε±] are in the essential image of the functors of Observation
3.2.8. Now define

Dσ
+ = (ι+Z[ε−])

∨
D− = (ι−Z[ε−])

∨ .

Note that under the (inverse) equivalences of Observation 3.2.8, Dσ
+ and D− have the desired

underlying objects.
Now, by Proposition 3.2.5, the inclusions ι± : Gr

(
ModZ

)♡
rslice± → Gr

(
ModZ

)
rslice≥0± are lax

C2-symmetric monoidal. By Example 2.2.20, the functors ι± are C2-symmetric monoidal on the full
C2-subcategory of Gr

(
ModZ

)♡
rslice± on those graded objects X∗ so that Xn is a free Z-module on a

direct sum of regular slice cells of dimension ±n. Therefore, Dσ
+ and D− inherit C2-E∞-co-C2-E∞

bialgebra structures from Z[ε].
Finally, the identification of the underlying graded bialgebras over Z follows from noting that

Z[ε]e agrees with the graded bialgebra Z[ε] considered in [Rak20, Construction 5.1.1].
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Notation 6.2.3. Let C be a Z-linear C2-stable C2-presentable C2-symmetric monoidal C2-∞-category.
The unique C2-symmetric monoidal C2-colimit-preserving C2-functor ModZ → C induces a C2-
symmetric monoidal C2-functor Gr

(
ModZ

)
→ Gr(C), so we may regard Dσ

+, D− as bi-C2-E∞
bialgebra objects of Gr(C).

We now have what we need to introduce the involutive enhancements of cochain complexes in
which the differential anti-commutes with the C2-action.

Definition 6.2.4. Let C be a Z-linear C2-stable C2-presentable C2-symmetric monoidal C2-∞-
category. The C2-∞-category of hσ

+- (resp. h−-)differential graded objects of C with involution is given
by

DGσ
+(C) := ModDσ

+
(Gr(C))

DG−(C) := ModD−(Gr(C)).

By Proposition 6.2.8 and Variant 4.1.22, DGσ
+(C) and DG−(C) are C2-symmetric monoidal C2-∞-

categories.

Remark 6.2.5. Consider the derived involutive algebraic context of Example 5.3.8 where k = Z. By
Lemma 6.2.1, we can identify (Dσ,∨

+ )e ≃ Z⊕ Σ−1Z−1(−1).
Thus informally, an object X∗ of hσ

+ cochain complexes/involutive differential graded objects of C
is given by a collection X∗ of Z-modules with C2-action equipped with a Dσ

+ = Z⊕Z[σ](1)-module
structure on X∗. In particular, for each n, there is a map d : ΣσXn → Xn+1 so that d ◦ (Σσd) = 0.

▲ Consider the action of d on the underlying graded Z-module (X∗)e. Because the module
structure map Dσ

+ ⊗ X∗ → X∗ is C2-equivariant with respect to the diagonal action on the
source and the given action on the target, if m ∈ π∗Xk and σ ̸= e ∈ C2,

σ(ε ·m) = (σε) · σ(m) = (−ε) · σ(m).

In particular, the differential is σ-antilinear.
If Xe

∗ consists of Z
[

1
2

]
-modules, then we can canonically write Xe

∗ = X+
∗ ⊕ X−∗ as the direct

sum of the ±1 eigenspaces, and we see that ·ε : X+
n → X−n+1 and vice versa (cf. [SV96]).

▲ We may adjoin d to obtain a map Xn → hom(Sσ, Xn+1). In particular, on homotopy groups, d
induces a map of abelian groups

π∗(XC2
n )→ π∗fib

(
XC2

n+1 → Xe
n+1

)
.

so that the composite

π∗(XC2
n ) π∗fib

(
XC2

n+1 → Xe
n+1

)
π∗(XC2

n+1) π∗fib
(

XC2
n+2 → Xe

n+2

)
is zero. Alternatively, we may regard d as inducing maps πV Xn → πV+σXn+1 on RO(C2)-
graded homotopy groups.
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Remark 6.2.6. We contrast the structure present on X∗ ∈ DGσ
+

(
Gr(Modk)

)
with that on Y∗ ∈

DG−
(
Gr(Modk)

)
: Y∗ can be regarded as having a differential d which lowers degree (or in other

words, Y∗ is a chain complex), but the differential d commutes with the C2-action. In other words,
the C2-action on Y∗ is an action via maps of chain complexes, while the C2-action on X∗ is not an
action via maps of cochain complexes. Thus, we refer to objects of DGσ

+

(
Gr(Modk)

)
as involutive

cochain complexes, while we refer to objects of DG−
(
Gr(Modk)

)
as chain complexes with involution.

Using the C2-symmetric monoidal structures on DGσ
+(C) and DG−(C), we can formulate notions

of homotopy coherent (hσ
+- or h−-) differential graded C2-E∞ algebras. However, in the hσ

+ setting,
we may define a variant of this algebraic structure (to be thought of as endowed with strictly
commutative multiplication and strictly equivariant norm maps) using additional structure on Dσ

+
and the theory of derived involutive algebra of §5.

Observation 6.2.7. Note that Dσ
+ is dualizable–denote the dual by (Dσ

+)
∨. By Corollary 4.1.31,

(Dσ
+)
∨ is a C2-bicommutative bialgebra.

Proposition 6.2.8. There is a unique C2-bicommutative derived involutive algebra structure on (Dσ
+)
∨ in

Gr
(
ModZ

)
promoting its C2-bicommutative bialgebra structure. Moreover, under (the graded variant of)

the forgetful functor of Remark 5.3.9, the derived algebra structure on
(
(Dσ

+)
∨)e agrees with that of D∨+

from [Rak20, Proposition 5.1.7].

Proof. It suffices to observe that both Z and Z− are zero slices, and Z ⊕ Z−(−1) admits the
structure of an involutive commutative derived algebra (Definition 5.4.3). The result follows from
Proposition 5.4.7. The second statement follows from the description of the Postnikov filtration on
Modk in Variant 2.3.12.

Remark 6.2.9. Recall D∨, D∨C2
∈ GrDAlgσ

Z of Notation 6.1.3. Note that there is a canonical identifi-
cation D

σ,∨
+ ≃ 1×D∨C2

D∨ in GrDAlgσ
Z.

Definition 6.2.10. Let C be a Z-linear derived involutive algebraic context and let A be a derived
involutive algebra object of C. The C2-∞-category of hσ

+-differential graded derived involutive A-algebras
is given by

DGσ
+DAlgσ

A
:= coMod(Dσ

+)
∨

(
GrDAlgσ(C)

)
.

Finally, despite the caveat of Remark 6.2.6, the shear functor of (3.2.14) allows us to relate
involutive cochain complexes with chain complexes with involution.

Proposition 6.2.11. Let C be a Z-linear derived involutive algebraic context.

(1) The functor [−ρ∗] of (3.2.14) lifts to a C2-symmetric monoidal equivalence of C2-∞-categories

ModDσ
+
(Gr(C)) [−ρ∗]−−−→ ModD−(Gr(C)) with inverse [ρ∗].

(2) On underlying spectra, [±ρ∗] recovers the equivalences [±2∗] of [Rak20, Remark 5.1.12], i.e. there is
a commutative diagram

ModDσ
+
(Gr(C))C2 ModD−(Gr(C))C2

ModD+(Gr(Ce)) ModD−(Gr(Ce))

(−)e

[−ρ∗]
∼

(−)e

[−2∗]
∼
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where the horizontal equivalences have inverses [ρ∗] and [2∗], respectively.

Remark 6.2.12. Compare [Hil12, Corollaries 2.20 and 2.21].

Proof of Proposition 6.2.11. (1) It suffices to observe that the equivalence [−ρ∗] takes the bicom-
mutative bialgebra Dσ

+ to the bicommutative bialgebra D−. The statement about the algebra
structures follows from the assertion about the hearts in Proposition 3.2.15.

(2) This follows from the observation that (Sρ)e ≃ S2.

Given a homotopy coherent cochain complex, we can consider cocycles and coboundaries to
be the orbits and fixed points (resp.) with respect to D±. Then, we can think of the cohomology of
said cochain complex to be the Tate construction with respect to D±. The relevant question for our
purposes is: What is the cohomology of an involutive cochain complex in the sense of Definition
6.2.4? However, the question is more subtle due to Remark 6.2.6. Suppose M∗ is an involutive
cochain complex of Z-Mackey functors, and let us consider the graded abelian group with C2-action
(M∗)e. In particular, (Mn)e is concentrated in degree n. Let us define a new graded abelian group
with C2-action N∗ as follows: As graded abelian groups, Nℓ = Mℓ and if ℓ is odd, allow σ ̸= e ∈ C2

to act on Nℓ by Mℓ σ(−)−−→ Mℓ (−1)·−−−→ Mℓ. Otherwise if ℓ is even, then the C2-action on Nℓ agrees with
the C2-action on Mℓ. The differential on Mℓ induces a differential on Nℓ; however, the differential
on Nℓ is C2-equivariant. In particular, we can take the cohomology of N in the usual sense, and it is
a graded Z[C2]-module.

Remark 6.2.13. The bi-C2-E∞-bialgebras Dσ
+ and D− satisfy the assumptions of Proposition 4.2.2,

so we have a norm map and parametrized Tate construction for objects of LModDσ
+
(C), LModD−(C).

In particular, we can take ωDσ
+
= Z[σ](1).

Definition 6.2.14. Let C be a Z-linear C2-stable C2-presentable C2-symmetric monoidal C2-∞-
category (see Remark 6.2.3). Let M∗ ∈ ModDσ

+
(C) (resp. M∗ ∈ ModDσ

−
(C)) an involutive hσ

+ (resp.
h−) chain complex in C. Then the cohomology of M is the Tate construction

H∗(M) ≃ MtDσ
+ ∈ Gr(C)

(
resp. H∗(M) ≃ MtD− ∈ Gr(C)

)
.

Remark 6.2.15. Suppose that C is a Z-linear C2-symmetric monoidal C2-∞-category which is
C2-complete, C2-cocomplete, and fiberwise compactly generated. Then by Proposition 4.2.7, the
functors H∗(−) : DG−(C)→ Gr(C) and DGσ

+(C)→ Gr(C) are lax C2-symmetric monoidal. Given
a C2-commutative algebra in DG−(C) or DGσ

−(C), its cohomology is canonically a C2-commutative
algebra in Gr(C).

We can relate the (co)homology with respect to Dσ
± using the following.

Definition 6.2.16 ([Rak20, Definition 5.2.4]). Suppose that C is a Z-linear C2-symmetric monoidal
C2-∞-category which is C2-complete, C2-cocomplete, and fiberwise compactly generated. Let X ∈
ModD−(C). Write |X|≥∗ ∈ Fil∧(C) denote the image of X under the C2-functor of Proposition 3.1.24.
Let |X| := colim|X|≥∗ ∈ C. Given X ∈ ModDσ

+
(C), we define |X|≥∗ = |X[−ρ∗]|≥∗ ∈ Fil∧(C) and

|X| := colim|X[−ρ∗]|≥∗ ∈ C by transporting their definitions on ModD−(C) along the equivalence
of Proposition 3.2.15. In both cases, we will refer to |X| as the cohomology type of X and |X|≥∗ as the
brutal filtration on the cohomology type of X.
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Proposition 6.2.17. Suppose that C is a Z-linear C2-symmetric monoidal C2-∞-category which is C2-
complete, C2-cocomplete, and fiberwise compactly generated. Let δgr : C → Gr(C) denote the diagonal
functor. Then

(a) For X ∈ ModD−(C), there is an equivalence H∗(X) ≃ δgr (|X|)

(b) For X ∈ ModDσ
+
(C), there is an equivalence H∗(X) ≃ δgr (|X|) [ρ∗], where [ρ∗] is the C2-functor

of (3.2.14).

Moreover, the equivalences here recover those of [Rak20, Proposition 5.2.6] on underlying objects Xe ∈ Ce.

Proof. Part (a) follows immediately from [Rak20, Proposition 5.2.6(a)] and the fiberwise description
of parametrized modules of Corollary A.0.18. Part (b) follows from part (a) and naturality of the
parametrized Tate construction (Remark 4.2.10).

Now, we show how the aforementioned constructions allow us to define the involutive derived
de Rham complex via a universal property. Moreover, we use the preceding shear equivalence to
define involutive derived de Rham cohomology. For the rest of the section, let us fix a Z-linear
derived involutive algebraic context C and a derived involutive algebra A in DAlgσ(C).

Notation 6.2.18. Let DGσ,≥0
+ DAlgσ

A
denote the fiber product DGσ

+DAlgσ
A
×GrDAlgσ

A
Gr≥0DAlgσ

A
(see Definition 6.2.10); it is a C2-∞-category. We will refer to C2-objects therein as nonnegative
h+σ -differential graded involutive A-algebras.

Proposition 6.2.19. The composite of the forgetful C2-functor with the evaluation functor

DGσ,≥0
+ DAlgσ

A
U−→ Gr≥0DAlgσ

A
ev0
−→ DAlgσ

A

admits a left C2-adjoint. On underlying ∞-categories, this recovers the adjunction of [Rak20, Proposition
5.3.2].

Proof. Observe that DGσ,≥0
+ DAlgσ

A
and DAlgσ

A
admit finite C2-products which are preserved by

ev0 ◦U. By Corollary 2.1.13, it suffices to show that ev0 ◦U admits fiberwise left adjoints. In view
of Remark 5.3.13, the latter follows from a nearly identical argument to that of [Rak20, Proposition
5.3.2]; we only need note that (Dσ

+)
∨ is dualizable.

Definition 6.2.20. We will refer to the left C2-adjoint LΩ•,σ−/A : DAlgσ
A
→ DGσ,≥0

+ DAlgσ
A

of Proposi-
tion 6.2.19 as the involutive derived de Rham complex over A.

Remark 6.2.21. Let B be an involutive A-algebra. Then the involutive de Rham complex is equipped
with a canonical map B→ LΩσ,0

B/A in DAlgσ
A

, which induces a map B→ LΩσ,•
B/A in GrDAlgσ

A
. Thus,

we will regard LΩσ,•
B/A as an object of GrDAlgσ

B
.

We can relate the involutive derived de Rham complex with the involutive cotangent complex
as follows:
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Theorem 6.2.22. The involutive derived de Rham complex is computed by

LΩσ,•
−/A : DAlgσ

A
→ DGσ,≥0

+ DAlgσ
A

B 7→ LSymσ
B(Σ

σLB/A(1))

where LB/A is the involutive cotangent complex of Definition 6.1.8. Moreover, the first differential of the
hσ
+-cochain complex

d : B ≃ LΩσ,0
B/A → Σ−σLΩσ,1

B/A ≃ LB/A

is given by the universal A-linear derivation of B in the sense of Definition 6.1.6.

Corollary 6.2.23. The involutive derived de Rham complex functor is fully faithful.

The involutive de Rham complex lifts the usual de Rham complex in the following sense.

Corollary 6.2.24. Let k be a commutative ring with involution, and let k denote its associated fixed point
C2-Green functor. Let A be a derived involutive k-algebra and write Ae for its underlying k-algebra (having
forgotten the C2-action). Then there are equivalences(

LΩσ,•
A/k

)e
≃ LΩ•Ae/k

of h+-differential graded derived commutative k-algebras which are natural in A. Here, the right-hand side
denotes the ordinary derived de Rham complex.

The comparison result follows immediately from the definitions and the characterization of the
derived de Rham complex in [Rak20, §5.3]; let us note that such a comparison is facilitated by the
language of C2-∞-categories.

Proof of Theorem 6.2.22. We construct a diagram (6.2.25) of C2-adjoint pairs (in which the left and
upper arrows are left C2-adjoints) lifting the diagram appearing in the proof of [Rak20, Theorem
5.3.6]. The result follows from an otherwise identical proof strategy to that in loc. cit.: showing the
C2-functor given by tracing from the lower left directly up, then to the right is equivalent to the
C2-functor from the lower left to the upper right which passes through the center of the diagram.
Let us make the observations:

▲ The forgetful C2-functor U : DGσ
+DAlgσ

A
→ GrDAlgσ

A
admits a right C2-adjoint V. This claim

follows from Corollary 2.1.13; the restriction functors associated to the map C2 → C2/C2
have left adjoints by an argument similar to Proposition 5.2.14. The functor U commutes with
the left adjoints to the restriction functor because the C2-symmetric monoidal structure on
DGσ

+(C) is induced by the C2-E∞-coalgebra structure on Dσ
+. For B ∈ GrDAlgσ

A
, there is a

canonical natural equivalence U(V(B)) ≃ B⃝⋆ D
σ,∨
+ .

▲ The natural transformation

ev0 ◦V → ev0 ◦V ◦ ins{0,1} ◦ ev{0,1}

induced by the unit of the adjunction (ins{0,1}, ev{0,1}) is an equivalence because of the
identity ev0V(B) ≃ ev0 (B⃝⋆ D

σ,∨
+

)
≃ B0 ⊕ Σ−σB1 in C. On underlying ∞-categories, the

equivalence recovers that of [Rak20, Lemma 5.3.12(b)]. It follows that the outer rectangle of
(6.2.25) consisting of right C2-adjoints commutes.
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▲ The adjoint pair G, L are the square-zero extension and involutive cotangent complex functors
of Proposition 6.1.7 and Definition 6.1.8. For any (B, M) ∈ Gr{0,1}DAlgσ

A
, there is a natural

equivalence ev0(V(B, M)) ≃ G(B⊕Ωσ M). This follows by a modification of [Rak20, Lemma
5.3.12(c)], in view of Remark 6.2.9. It follows that the lower trapezoid of (6.2.25) consisting of
right adjoints commutes.

▲ Let α be the equivalence of Proposition 6.1.2. By Corollary 2.1.13, the statement of [Rak20,
Lemma 5.3.11] holds with adjoints replaced by C2-adjoints and F replaced by the C2-functor
which sends (B, M) 7→ LSymσ

B(M(1)). Therefore, the right triangle of (6.2.25) commutes.

DGσ,≥0
+ DAlg

A
DGσ

+DAlg
A

GrDAlgσ
A

DAlgσ Mod
A

DAlgσ Mod
A

Gr≥0DAlgσ
A

DAlgσ
A

DGσ,≥0
+ DAlg

A
Gr≥0DAlgσ

A
Gr{0,1}DAlgσ

A

ev0

ins≥0 U

ev≥0 V

ev≥0

G

Σσ LSymσ

Ωσ

ev{0,1}

ins≥0

LΩσ,•
−/A

L

ev0 V

ins{0,1}∼
α

ins

.

(6.2.25)
Since the diagram of right C2-adjoints in (6.2.25) commutes, the diagram of left C2-adjoints com-
mutes and we are done.

The description of the map B → LΩσ,1
B/A as the universal A-linear derivation (of involutive

rings) follows from a C2-analogue of the argument appearing in [Rak20, Theorem 5.3.6]; the main
point is that the (6.2.25) is a parametrized enhancement of the diagram appearing there.

Definition 6.2.26. Let B be a derived involutive algebra over A. Define the Hodge-filtered Hodge-

completed involutive de Rham cohomology σdR∧,≥⋆
B/A :=

∣∣∣LΩ•,σB/A

∣∣∣≥∗ where | − |≥∗ is the functor of
Definition 6.2.16; in words, it is the image of the involutive de Rham complex under the equivalence
of Proposition 3.1.24. In particular, involutive de Rham cohomology defines a C2-functor

σdR∧,≥⋆
−/A : DAlgσ

A
→ E∞Alg

(
Fil∧ (ModA)

)
.

Define the Hodge-completed involutive de Rham cohomology to be the colimit σdR−/A := colim⋆
σdR∧,≥⋆

−/A .
This defines a C2-functor DAlgσ

A
→ E∞Alg (ModA).

The next comparison result follows immediately from the definitions of (filtered) involutive
derived de Rham cohomology and the descriptions of the non-equivariant counterparts in [Rak20,
§5.3]. However, let us remark that such a comparison is straightforward precisely because we use the
language of C2-∞-categories.

Proposition 6.2.27. Let k be a commutative ring with involution, and let k denote its associated fixed point
C2-Green functor. Let A be a derived involutive k-algebra and write Ae for its underlying k-algebra (having
forgotten the C2-action). Then there are equivalences(

σdR∧,≥⋆
A/k

)e
≃ dR∧,≥⋆

Ae/k
(

σdRA/k
)e ≃ dRAe/k
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of complete filtered E∞-k-algebras and E∞-k-algebras, respectively which are natural in A. Here, the right-
hand sides denote the ordinary (i.e. non-equivariant) Hodge-filtered Hodge-completed derived de Rham
cohomology and de Rham cohomology, respectively.

Remark 6.2.28. Let A be a derived involutive algebra over k. The object σdR∧,≥⋆
A/k may be regarded

as an E∞-algebra in complete filtered k-modules in C2-spectra, and σdR−/k may be regarded as
an E∞-k-algebra in C2-spectra. Assuming the conjecture of Remark 3.1.25, we may replace E∞ by
C2-E∞ in the previous sentence.

7 Real Hochschild homology

Let R be a smooth Z-algebra. In their original work, Hochschild–Kostant–Rosenberg computed
the homology of the cyclic bar complex H∗(BcycR) and showed that it is isomorphic (as a graded
abelian group) to de Rham complex of R over Z [HKR62]. Since the homology of a Z-module is
the associated graded of the Postnikov filtration on it, that the filtration is functorial in R follows
a posteriori from this computation. The Hochschild homology has an action of S1, and since the
Postnikov filtration is lax symmetric monoidal, filHKRHH(R/Z) admits an action of τ≥∗Z[S1].

In more recent work, Raksit formulates an elegant universal property for Hochschild homology
incorporating all of the structure present on HH–its S1-action, algebra structure, and filtration–
and also specifying how they interact [Rak20]. Raksit identifies a canonical derived bicomutative
bialgebra structure on the filtered Z-module τ≥∗ZS1

, and uses the presence of this structure to define
a functor HHfil(−/Z) : DAlgZ → Fil≥0

S1 DAlgZ which interpolates between ordinary Hochschild
homology and the derived de Rham complex. In particular, the identification of the filtration on
the underlying object of HHfil with the Postnikov filtration happens a posteriori, as τ≥∗ does not
preserve derived algebra structures except in special cases ([Rak20, Remark 6.1.11]). Beyond giving
a functorial description of filtered Hochschild homology, this method is remarkably robust: Raksit’s
result applies when Z→ R are replaced by A→ B where A, B are arbitrary derived algebras.

The robustness of the filtered circle approach to the HKR-theorem extends to the involutive
setting. As Hornbostel–Park have already observed in [HP23], a HKR-style filtration on the real
Hochschild homology of constant C2-Green functors associated to commutative rings does not arise
[directly] from an existing well-known filtration on ModZ. The situation is even murkier when
one considers the real Hochschild homology of a C2-Tambara functor on which the C2-action is
nontrivial (see Corollary 7.4.2). We sidestep the question of which filtration on ModZ is the ‘correct’
one by instead studying the notion of a filtered involutive circle action. Informally, we may regard a
filtered Sσ-action as a filtered S1-action (in the sense of [Rak20, §6]) with a twist, i.e. the circle action
simultaneously increases the filtration degree and sends a Z[C2]-module M to M⊗Z−.

In §7.1, we introduce real Hochschild homology and discuss the involutive circle Sσ which
acts on it. Adopting the strategy of Raksit outlined above, we show that τ≥∗Z

Sσ
admits the

structure of a derived bicommutative bialgebra refining that on ZS1
. In §7.2, we use the notion of

filtered involutive circle actions of the previous subsection to define a filtered enhancement of real
Hochschild homology and prove Theorem 1.2.1. In §7.3, we consider whether our constructions
allow us to identify filtrations on real negative cyclic homology, real cyclic homology, and real
periodic cyclic homology. In §7.4, we include a few computations of filtrations on HR(−/k) of free
derived involutive algebras and discuss relationships between our work and classical work when 2
acts invertibly on the base.
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7.1 The involutive filtered circle

Throughout this section, we will work with a fixed derived involutive algebraic context C and a
derived involutive algebra object A of C.

Definition 7.1.1. The category of derived involutive A-algebras with Sσ-action is the C2-∞-category
FunC2

(BSσ, DAlgσ
A
) (Proposition 2.1.8).

A choice of basepoint ∗ ↪→ BSσ induces a C2-functor g : FunC2

(
BSσ, DAlgσ

A

)
→ DAlgσ

A
.

Lemma 7.1.2. The functor g admits a left C2-adjoint

DAlgσ
A
→ FunC2

(
BSσ, DAlgσ

A

)
.

Proof. Follows from [Sha23, Corollary 9.18 & Theorem 10.5] and Proposition 5.2.14.

Definition 7.1.3. We will denote the left C2-adjoint of Lemma 7.1.2 by HR(−/A). If B is a derived
involutive A-algebra, we will refer to HR(B/A) refer to it as real Hochschild homology of B over A, or
simply real Hochschild homology of B when A is understood.

Proposition 7.1.4. The composite of the forgetful functor and real Hochschild homology is computed on
underlying objects by a parametrized colimit over Sσ (Example 2.2.2)

g ◦HR(B/A) ≃ B⊗ASσ
.

Proof. Recall the existence of a fiber sequence of C2-spaces Sσ → ESσ ≃ {∗} η−→ BSσ. By [Sha23,
Theorem 10.5, also see Remark 5.4], the left adjoint to g is given by C2-left Kan extension along the
morphism η. By [Sha23, Remark 10.2], the criterion that a diagram be a C2-left Kan extension may
be checked pointwise, i.e. after pulling back along a basepoint ∗ → BSσ (since BSσ is connected).
The result follows from the description of C2-colimits in (the C2-∞-category of) C2-E∞-algebras in
[NS22, Corollary 5.3.8].

Remark 7.1.5. ▲ Let k be a discrete ring with an involution, and let A ∈ DAlgσ
k . The real

topological Hochschild homology of (the underlying C2-E∞-algebra of) A as defined in
Dotto–Moi–Patchkoria–Reeh by [Dot+21, Corollary 2.12] is given by THR(A) := A⊗Sσ

=
A⊗

NC2
e A

A.

Since A⊗
NC2

e A
A ≃ THR(A/S)⊗THR(k/S) k, we see that HR(−/k) is a linearization of THR.

▲ Since (−)e is symmetric monoidal, we see that

HR(A/k)e = (THR(A/S)⊗THR(k/S) k)e = THH(Ae/Se)⊗THH(ke/S0) ke ≃ HH(Ae/ke).

In particular, real Hochschild homology is an enhancement of Hochschild homology.

▲ This agrees with the definition of real Hochschild homology in [SV96].

Next, we show that a Z-module with an Sσ-action is equivalently a module over the C2-group
ring Z[Sσ].
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Notation 7.1.6. We let Tσ denote the C2-group ring Z[Sσ], i.e. the image of Sσ under the unique
C2-colimit-preserving C2-symmetric monoidal functor SpcC2 → ModZ. Then the C2-commutative
monoid structure on Sσ induces a bicommutative C2-bialgebra structure on Tσ.

Furthermore, Tσ is dualizable with dual Tσ,∨. We may also describe Tσ,∨ as the image of Sσ

under the unique C2-limit preserving C2-functor Z(−) : SpcC2,vop → ModZ sending C2/C2 to Z. By
Proposition 4.1.30, the C2-E∞ bialgebra structure on Tσ induces a C2-E∞ bialgebra structure on
Tσ,∨.

Lemma 7.1.7. There is a canonical derived involutive bialgebra structure on Tσ,∨ promoting its C2-E∞
bialgebra structure, and the derived bicommutative bialgebra structure on T∨ of [Rak20, Cons. 6.1.2].

Proof. We may also describe Tσ,∨ as the image of Sσ under the finite-C2-limit-preserving C2-
symmetric monoidal functor Z(−) : SpcC2,vop → DAlgσ

Z
. This description lifts along the forgetful

C2-functor DAlgσ
Z
→ C2E∞Alg

Z
, so we are done.

Proposition 7.1.8. Let C be an derived involutive algebraic context and let A be an derived involutive
algebra in C. Then there is an equivalence of C2-∞-categories

FunC2

(
BSσ, DAlgσ

A

)
≃ coModTσ,∨DAlgσ

A
,

where Tσ,∨ is the derived involutive bialgebra of Lemma 7.1.7 and the C2-∞-category on the right-hand
side is from Construction 5.2.18. On underlying ∞-categories, this equivalence recovers the equivalence of
[Rak20, Remark 6.1.3].

Proof. Since DAlgσ
A

admits finite C2-coproducts (Proposition 5.2.14), it acquires a distributive C2-
cocartesian C2-symmetric monoidal structure [NS22, Example 2.4.1]. In other words, DAlgσ

A
lifts to

an object of Alg
C2

(
Cat⊗C2

)
. Similarly, by [NS22, Corollary 6.0.12], FunC2

(
BSσ, SpcC2

)
acquires a

C2-symmetric monoidal structure because it is a C2 presheaf category. Finally, FunC2

(
BSσ, DAlgσ

A

)
acquires a C2-cocartesian C2-symmetric monoidal structure from [NS22, Corollary 9.18].

By Theorem 11.5 of [Sha23], the constant C2-functor (BSσ)vop → coModTσ,∨DAlgσ
A

induces a

C2-colimit preserving functor F : Fun
(

BSσ, SpcC2
)
→ coModTσ,∨DAlgσ

A
. The map of C2-monoids

Sσ → {∗} induces a map of derived involutive bicommutative bialgebras A→ Tσ,∨. This, in turn,
induces a C2-colimit preserving C2-functor G : DAlgσ

A
→ coModTσ,∨DAlgσ

A
.

Now by [NS22, Theorem 5.1.4(3)], Alg
C2

(
Cat⊗C2

)
has coproducts, hence the C2-colimit-preserving

functors F and G induce a C2-functor α : Fun
(

BSσ, SpcC2
)
⊗DAlgσ

A
→ coModTσ,∨DAlgσ

A
making

the diagram

Fun
(

BSσ, SpcC2
)
⊗DAlgσ

A
coModTσ,∨DAlgσ

A

DAlgσ
A

f

commute. Noticing that each of the forgetful functors is fiberwise monadic such that f takes free
algebras to free algebras, by the Barr–Beck–Lurie theorem [Lur17, Corollary 4.7.3.16] we conclude
that f is an equivalence.
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Construction 7.1.9. We set T
σ,∨
fil := τPost

≥∗ T−σ ∈ Fil
(
ModZ

)
for the dual Z-linear filtered involutive

circle using the Postnikov filtration of Recollection 2.2.17. We set Tσ
fil =

(
T

σ,∨
fil

)∨ for the Z-linear
filtered involutive circle.

Observation 7.1.10. There is an equivalence τrslice
≥∗ ZSσ ≃ τPost

≥∗ ZSσ
of filtered Z-modules. This

follows from Example 2.2.20 and Proposition 7.1.11.

Proposition 7.1.11. The graded pieces of T
σ,∨
fil are given by

gr−1T
σ,∨
fil = Σ−σZ, gr0T

σ,∨
fil = Z,

and grnT
σ,∨
fil = 0 otherwise.

Proof. Dualizing the exact sequence Z[C2]→ Z⊕2 → Tσ gives an exact sequence Tσ,∨ → Z⊕2 f−→
Z[C2], since Z and Z[C2] are self-dual. The morphism f induces, on Mackey functor homotopy
groups π0

Z⊕Z Z{e + σ}

Z⊕Z Z{e, σ}

Res

(1,0),(0,1) 7→e+σ

ResTr
(1,0),(0,1) 7→e+σ

Tr .

Since Z and Z[C2] are discrete, the kernel of π0 f is π0Tσ,∨ ≃ Z and the cokernel is π−1Tσ,∨ ≃ Z−
(see Lemma 6.2.1).

Corollary 7.1.12. The filtered object T
σ,∨
fil is dualizable, and its dual Tσ

fil satisfies colim Tσ
fil ≃ Tσ.

Proof. By Proposition 7.1.11, T
σ,∨
fil is an extension of an invertible object in Fil

(
ModZ

)
by another

invertible object. Dualizability follows from the fact that dualizable objects in a stable ∞-category
are stable under finite limits and colimits. The identification of the colimit of Tσ

fil is a straightforward
computation.

Proposition 7.1.13. (1) There exists a canonical C2-E∞-bialgebra structure on T
σ,∨
fil promoting the

C2-E∞-bialgebra structure on Tσ,∨.

(2) There exists a unique derived involutive bialgebra structure on T
σ,∨
fil promoting its C2-E∞-bialgebra

structure.

(3) Under the forgetful functor of Remark 5.3.9, we have canonical identifications (Tσ,∨)e ≃ T∨ of
derived bicommutative bialgebras over Z and (Tσ,∨

fil )e = T∨fil of bicommutative bialgebras in filtered
Z-modules, where T∨ and T∨fil are from [Rak20, Theorem 6.1.6].

Proof. (1) Because the regular slice filtration functor is lax C2-symmetric monoidal (Proposition
3.2.21), T

σ,∨
fil naturally inherits a C2-E∞ algebra structure from Tσ,∨. In fact, the functor

τrslice
≥∗ is strict C2-symmetric monoidal on tensor powers of ZSσ

by Example 2.2.20. Then
T

σ,∨
fil inherits a C2-E∞-bialgebra from Tσ,∨ structure via Corollary 4.1.31. Uniqueness of this

C2-E∞-algebra structure follows from, Corollary 3.2.23, which implies that τrslice
≥∗ is fully

faithful.
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(2) By Observation 7.1.10, there is an equivalence τrslice
≥∗ ZSσ ≃ τPost

≥∗ ZSσ
. It suffices to observe

that T
σ,∨
fil is in the essential image of the functor τPost

≥∗ of Proposition 5.4.10.

(3) The first statement follows from the fact that the underlying diagram of a parametrized
(co)limit diagram is an ordinary (co)limit, and that the functor ModZ → ModZ is symmetric
monoidal, hence it preserves duals. The second statement follows from the description of the
regular slice filtration (see Lemma 2.2.24).

Remark 7.1.14. Note the use of two different filtrations on the C2-∞-category ModZ in the proof of
Proposition 7.1.13. We use the Postnikov filtration to show that T

σ,∨
fil admits a(n involutive) derived

algebra structure, while the C2-E∞ bialgebra structure on T
σ,∨
fil follows from how the regular slice

filtration interacts nicely with the cell structure on Tσ,∨.

Notation 7.1.15. Let C be a Z-linear C2-stable C2-presentable C2-symmetric monoidal C2-∞-category.
The structure map ModZ → C induces a C2-symmetric monoidal functor Fil

(
ModZ

)
→ Fil (C),

hence we may regard Tσ
fil and T

σ,∨
fil as dualizable C2-E∞-bialgebras in Fil(C).

Now suppose C is additionally equipped with the structure of a derived involutive algebraic
context. Then by Proposition 7.1.13(2), we may regard T

σ,∨
fil as a derived involutive bialgebra in

Fil(C).

Definition 7.1.16. Write FilSσ (ModA) := ModTσ
fil
(Fil(ModA)) and call this the C2-∞-category of

filtered A-modules with filtered Sσ-action.
By Variant 4.1.22, we may regard FilSσ (ModA) as a C2-symmetric monoidal C2-∞-category. We

will call C2-E∞-algebra objects therein filtered C2-E∞-A-algebras with filtered Sσ-action.

We are allowed to make the following definition by Proposition 7.1.13(2) and Construction
5.2.18.

Definition 7.1.17. Write FilSσ DAlgσ
A

for the C2-∞-category coMod
T

σ,∨
fil

(
Fil

(
DAlgσ

A

))
, and let us

call C2-objects of this C2-∞-category filtered derived involutive A-algebras with filtered Sσ-action.

Remark 7.1.18. Under the C2-adjunction colim ⊣ δ of Recollection 3.1.4, there is a canonical
equivalence of C2-E∞-bialgebras colimTσ

fil ≃ Tσ. It follows that there is a C2-symmetric monoidal
C2-adjunction

colim: ModTσ
fil

Fil (ModA) −→←− Fun (BSσ, ModA) : c .

By Proposition 7.1.13(2), since the equivalence colim
(
Tσ

fil

)
≃ Tσ canonically promotes to one of

derived involutive bialgebras, there is an induced C2-adjunction

colim: FilSσ DAlgσ
A
−→←− Fun

(
BSσ, DAlgσ

A

)
≃ DAlgσ (ModSσ (ModA)) : c.

Remark 7.1.19. Under the C2-adjunction gr∗ ⊣ ζ of (3.1.7), there is an equivalence of C2-E∞-
bialgebras gr(Tσ,∨

fil ) ≃ D
σ,∨
+ . This induces a C2-symmetric monoidal C2-adjunction

gr : ModTσ
fil

Fil (ModA) −→←− Gr (ModA) : ζ.

By Proposition 6.2.8, there is an equivalence gr(Tσ,∨
fil ) ≃ D

σ,∨
+ of graded derived involutive bialge-

bras. Hence by Remark 5.2.19, there is an induced C2-adjunction

gr : FilSσ DAlgσ
A
−→←− DGσ

+DAlgσ
A
≃ DAlgσ

(
coMod

D
σ,∨
+

(ModA)
)

: ζ.
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In words, this asserts that the associated graded of a filtered derived commutative A-algebra with
filtered Sσ-action is an involutive hσ

+-differential graded A-algebra of Definition 6.2.10.

7.2 HKR-filtered real Hochschild homology

In this section, we show how the results of §7.1 can be used to define a filtration on real Hochschild
homology which recovers the ordinary HKR filtration on underlying Z-modules. To define a
filtration on real Hochschild homology, we replace Sσ-actions by filtered Sσ-actions. Let C denote a
fixed derived involutive algebraic context and let A denote a derived involutive algebra in C.

Definition 7.2.1. We define the C2-∞-category of nonnegative filtered derived involutive A-algebras
with filtered Sσ-action to be the pullback

Fil≥0
Sσ,filDAlgσ

A
:= FilSσ,fil DAlgσ

A
×FilDAlgσ

A
Fil≥0DAlgσ

A
.

In the language of Remark 2.1.3, the underlying ∞-category of Fil≥0
Sσ,fil DAlgσ

A
may be identified

with the ∞-category of nonnegative filtered derived A-algebras with filtered S1-action of [Rak20,
Notation 6.2.3].

Remark 7.2.2. On nonnegative filtered objects X ∈ Fil≥0(C), the colimit is computed by |X| ≃ ev0X.

Proposition 7.2.3. The forgetful C2-functor Fil≥0
Sσ,filDAlgσ

A
→ Fil≥0DAlgσ

A
ev0
−→ DAlgσ

A
admits a left

C2-adjoint. On underlying ∞-categories, this recovers the adjunction of [Rak20, Proposition 6.2.4].

Proof. Similar to the proof of Proposition 6.2.19.

Definition 7.2.4. Denote the left C2-adjoint of Proposition 7.2.3 by HRfil(−/A). If B is a derived
involutive A-algebra, we will refer to HRfil(B/A) as the HKR-filtered real Hochschild homology of B
over A.

Remark 7.2.5. By construction, the underlying filtered derived ke-algebra with filtered S1-action
associated to HRfil(B/A) is the HKR-filtered Hochschild homology HHfil(Be/Ae) of [Rak20, Defi-
nition 6.2.5].

The following result shows that filtered real Hochschild homology interpolates between real
Hochschild homology and the involutive de Rham complex.

Theorem 7.2.6. Let C denote a fixed derived involutive algebraic context and let A denote a derived
involutive algebra in C. Then there are canonical equivalences

ev0HRfil(B/A) ≃ HR(B/A) in ModSσ DAlgσ
A

gr•HRfil(B/A) ≃ LΩσ,•
B/A in DGσ

+DAlgA

which are natural in B. On underlying ∞-categories, these natural equivalences recover those of [Rak20,
Theorem 6.2.6].
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Proof. We form the following diagram of C2-adjoint pairs

Fun
(

BSσ, DAlgσ
A

)
Fil≥0

Sσ,filDAlgσ
A

DGσ,≥0
+ DAlgσ

A

DAlgσ
A

c

U
ev0

ev0

gr

ζ

ev0

HR(−/A) LΩσ,•
−/A

HRfil
(7.2.7)

where the upper left adjoint pair is from Remark 7.1.18, the upper right adjoint pair is from Remark
7.1.19, the left diagonal adjoint pair is that of Definition 7.1.3, and the right diagonal adjoint pair is
from Definition 6.2.20. The right C2-adjoints commute, from which it follows that the left C2-adjoints
commute. The statement about underlying ∞-categories follows from the fact that the diagram
(7.2.7) specializes to the diagram considered in [Rak20, Theorem 6.2.6] by definition.

Proposition 7.2.8. Suppose B = LSymσ
A(M) for some A-module M. Then the filtered object HRfil(B/A)

is split.

Proof. In view of Example 6.1.11, Theorem 6.2.22, and Theorem 1.2.1, the result follows from a
similar argument to that of [Rak20, Lemma 6.2.7].

7.3 Filtered orbits, fixed points, Tate construction

In this subsection, we apply the constructions of §4 to the setting of filtered Sσ-actions. When
applied to real Hochschild homology, we will obtain filtrations on negative real cyclic homology,
real cyclic homology, and real periodic cyclic homology.

Observation 7.3.1. Let Tσ denote the Z-linear involutive circle of Notation 7.1.6. There is an
equivalence of Tσ-modules Σ−σTσ ≃ T−σ. Taking regular slice filtrations on both sides, we obtain
an equivalence of Tσ

fil-modules Tσ
fil ≃ ΣσZ(1)⊗T−σ

fil promoting the equivalence of [Rak20, Remark
6.3.1].

Thus by Proposition 4.2.2, we may take the parametrized Tate construction with respect to Tσ
fil.

Definition 7.3.2. Let C denote a fixed derived involutive algebraic context, let A denote a derived
involutive algebra in C, and suppose B is a derived involutive A-algebra. Then we define filtered
real cyclic homology, real negative cyclic homology, and real periodic cyclic homology of B over A to be

HCfil(B/A) = HRfil(B/A)Tσ
fil

HC−fil(B/A) = HRfil(B/A)Tσ
fil HPfil(B/A) = HRfil(B/A)tTσ

fil

where HRfil(B/A) is the filtered real Hochschild homology of A of Definition 7.2.4.

The following is an immediate consequence of working in the parametrized setting.

Proposition 7.3.3. Taking (−)e in Definition 7.3.2 recovers the filtered trace theories in Example 6.3.8 of
[Rak20].
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Lemma 7.3.4. Let C be a C2-stable C2-presentable Z-linear C2-symmetric monoidal C2-∞-category. Then
for X ∈ FilSσ (C), there are canonical natural equivalences

gr
(

XTσ
fil

)
≃ und

(
|gr(X)|≤∗

)
[ρ∗]

gr
(

XTσ
fil

)
≃ und

(
|gr(X)|≥∗

)
[ρ∗]

gr
(

XtTσ
fil

)
≃ δ (|gr(X)|) [ρ∗]

in Gr(C).
Proof. Since gr is C2-symmetric monoidal by Proposition 3.1.20, we have canonical natural equiva-
lences

gr
(

XTσ
fil

)
≃ XDσ

+
gr

(
XTσ

fil

)
≃ XDσ

+ gr
(

XtTσ
fil

)
≃ XtDσ

+ .

The result now follows from Proposition 6.2.17.

Proposition 7.3.5. Let C be a Z-linear distributive C2-symmetric monoidal C2-∞-category and let X ∈
FilSσ (C). Then there is a canonical equivalence colim XTσ,fil ≃ (colim X)Tσ and there are canonical maps

colim
(

XTσ,fil
)
→ (colim X)Tσ

colim
(

XtTσ,fil
)
→ (colim X)tTσ

.

Proof. Follows from Remark 4.2.10.

Remark 7.3.6. Let k be the fixed point C2-Green functor associated to a commutative ring with
an involution, and let A be a derived involutive algebra over k. There is a canonical equivalence
colim HCfil(A/k) ≃ HC(A/k) and there are canonical maps

colim HC−fil(A/k)→ HC−fil(A/k) colim HPfil(A/k)→ HP(A/k) .

7.4 Computations & comparisons

The presentation of the real HKR filtration given here is rather anachronistic–classically, one can
prove the Hochschild–Kostant–Rosenberg theorem by simply computing the homotopy groups
of Hochschild homology on free polynomial algebras, observing that in degree i, they are given
by differential i-forms (hence one can use the Postnikov filtration), and concluding for smooth
algebras via an étale base change argument. Here we sketch an approach to a ‘real Hochschild–
Kostant–Rosenberg theorem’ in the spirit of [Lod98, §3.2]. Our results show that identifying an
HKR-style filtration on real Hochschild homology is more subtle than in the non-equivariant case.
Furthermore, we show how the theory simplifies when we work over a base on which 2 is invertible,
and provide a dictionary for putting our results in the context of classical results such as [Lod96;
KS88; SV96; Lod87].

Proposition 7.4.1. Let k be the constant C2-Mackey functor associated to a commutative ring and write
NC2 for the relative norm (Definition 2.3.7). Then

1. There is a resolution of k[x] as an NC2 k[x]-module

Σσ−1NC2 k[x]
d0−→ NC2 k[x]→ k[x].

Moreover, the base change along the augmentation d0 ⊗NC2 k[x] k[x] is the zero map.
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2. There is a resolution of k[x, xσ] as an NC2 k[x, xσ]-module

Σσ−1NC2 k[x, xσ]
d′1−→ NC2 k[x, xσ]⊗ C2

d′0−→ NC2 k[x, xσ]→ k[x, xσ].

Moreover, the base change along the augmentation d′i ⊗NC2 k[x,xσ ]
k[x, xσ] is the zero map for i = 0, 1.

The following corollary is [HP23, Lemma 4.27 & Proposition 4.35].

Corollary 7.4.2. The real Hochschild homology of k[x] and k[x, xσ] admit complete descending exhaustive
filtrations with associated graded

griHR(k[x]/k) ≃


Σσk[x] if i = 1
k[x] if i = 0
0 otherwise

griHR(k[x, xσ]/k) ≃


Σσ+1k[x, xσ] if i = 2
Σk[x, xσ]⊗ C2 if i = 1
k[x, xσ] if i = 0
0 otherwise

.

Remark 7.4.3. When k is endowed with the trivial action, the filtration on HR(k[x]) in Corollary
7.4.2 manifestly agrees with that of [HP23, Lemma 4.27]. We expect the filtration on HR(k[x, xσ]/k)
from Corollary 7.4.2 to agree with that of Theorem 1.2.1, but defer this to future work.

Proof of Corollary 7.4.2. This follows from [Ari21, Proposition 3.16] and 7.4.1.

Proof of Proposition 7.4.1. We begin with the first case. Note that NC2 k[x] ≃ k[x, xσ]. Write ε : k[x, xσ]→ k[x]
for the structure map. Observe that we have a map φ : k → k[x] represented by the element

x ∈ π0k[x]C2 . Since the composite k[C2]→ k
φ−→ k[x] factors through ε, φ descends to a map φ:

k[x, xσ] k[x] cofib(ε)

k[C2] k Σσk

ε

1 7→x 1 7→x ∃ φ .

In particular, note that the morphism φ induces

πe
1 φ : πe

1Σσk ≃ πe
0Σσ−1k ≃ k→ πe

0fib(ε)
1 7→ x− xσ.

Taking the desuspension and noting that ε is a map of k[x, xσ]-modules gives a sequence

Σσ−1k[x, xσ]→ k[x, xσ]
ε−→ k[x].

A computation on homotopy groups of both underlying and geometric fixed points shows that
this is indeed an exact sequence of C2-spectra. Finally, the final statement follows from the fact that
ε(x− xσ) = 0.

Now we address the second case. Write ε for the augmentation k[x, xσ, y, yσ] ≃ NC2 k[x, xσ]→
k[x, xσ]. On underlying k-modules, the map ε satisfies ε(x) = x = ε(y). The morphism

g : k[x, xσ, y, yσ]⊗ C2 → k[x, xσ, y, yσ]

1⊗ e 7→ (x− y)
1⊗ σ 7→ (xσ − yσ)
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of k[x, xσ, y, yσ]-modules clearly factors through the fiber of ε. Now we notice that the morphism
k→ k[x, xσ, y, yσ] represented by the element xxσ − yyσ ∈ k[x, xσ, y, yσ]C2 fits into a commutative
diagram

k[x, xσ, y, yσ]⊗ C2 k[x, xσ, y, yσ] cofib(g)

k[C2] k Σσk

g

ψ 1 7→xN−yN ∃ ψ

where ψ is defined by

ψ(e) = xσe + yσ

ψ(σ) = yσe + xσ

and the left-hand square commutes because of the identities

xxσ − yyσ = xσ(x− y) + y(xσ − yσ)

= yσ(x− y) + x(xσ − yσ).

In particular, the morphism πe
0Σσ−1k ≃ k→ fib(g)→ (k[x, xσ, y, yσ]⊗ C2)

e takes

ψ(1) = ψ(e− σ) = xσe + yσ− (yσe + xσ) = (xσ − yσ)e− (x− y)σ

which generates the kernel of πe
0g. Since g is a morphism of k[x, xσ, y, yσ]-modules, ψ extends to

a morphism Σσ−1k[x, xσ, y, yσ] → k[x, xσ, y, yσ]⊗ C2. Again a computation on homotopy groups
of both underlying and geometric fixed points shows that this is indeed an exact sequence of
C2-spectra. The final statement in the proposition follows from similar considerations as in the
proof of the first half of this proposition.

Many existing results and computations for real trace theories assume that 1
2 ∈ k. We discuss

how the study of C2-actions simplifies under the assumption that 1
2 ∈ k and relate our results to

classical results under these assumptions.

Recollection 7.4.4. Let k be a discrete commutative ring with 1
2 ∈ k. Let A be a commutative

ring with involution over k, or a cdga with involution over k. Then the Hochschild complex
Bcyc A of A admits an involution [Lod98, Proposition 5.2.3; KS88] and the complex splits Bcyc A ≃
Bcyc,+A⊕ Bcyc,−A. This splitting induces a splitting of Hochschild homology groups

HH∗(A/k) ≃ HH+
∗ (A/k)⊕HH−∗ (A/k)

where the generator σ ∈ C2 acts by +1 on HH+
∗ (A/k) and by −1 on HH−∗ (A/k). Now the

involution on Bcyc A lifts to the cyclic bicomplex of A, inducing a splitting of the cyclic bicomplex
and hence a splitting of its homology, the cyclic homology of A over k [Lod98, (5.2.7.1)]

HC∗(A/k) ≃ HD∗(A/k)⊕HD′∗(A/k)

where HD∗(A/k) (HD′∗(A/k)) is called the (skew) dihedral homology of A over k.
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Lemma 7.4.5. Let X ∈ DBC2 be an object with C2-action (in an ordinary ∞-category D), and suppose
D is stable and idempotent-complete. Assume that 1

2 ∈ π0EndD(X). Then there is a canonical splitting
X ≃ X+ ⊕ X− in DBC2 so that for all a ∈ π∗X+, the generator σ of C2 acts by σ(a) = a and for all
b ∈ π∗X−, σ(b) = −b.

Moreover, the splitting is natural, i.e. if Y ∈
(
DBC2

)
X/, then the map f : X → Y decomposes as a direct

sum f = f+ ⊕ f− where f+ : X+ → Y+ and f− : X− → Y−.

Proof. Since D is assumed to be stable, an idempotent in the homotopy category of D lifts to D
by the proof of Remark 1.2.4.6 (also see Warning 1.2.4.8) of [Lur17], and we do not need to verify
[Lur09, Prop 4.4.5.20]. Note that e := 1

2 (1 + σ) is a C2-equivariant idempotent endomorphism of X.
We define X+ to be the equalizer of (e, idX).

Proposition 7.4.6. Let k be a commutative ring with 1
2 ∈ k and let A be a connective derived involutive

algebra over k. Then there is an isomorphism of graded abelian groups

π∗
(

HR(A/k)C2
)
≃ HH+

∗ (Ae/k) (7.4.7)

where the right-hand side is from Recollection 7.4.4.

Proof. Since 1
2 ∈ k, k and A are Borel C2-spectra–in particular, their geometric fixed points vanish.

It follows that HR(A/k) is Borel, so we have that HR(A/k)C2 ≃ (HR(A/k)e)hC2 ≃ HH(Ae/k)hC2 .
The result follows from the observation that when D = Sp in Lemma 7.4.5, the homotopy fixed
points of X satisfy XhC2 ≃ (X+)hC2 ⊕ (X−)hC2 ≃ X+, where (X−)hC2 = 0 by the homotopy fixed
point spectral sequence.

Proposition 7.4.8. Let k be a commutative ring with 1
2 ∈ k and let A be a connective derived involutive

algebra over k. Then there is an isomorphism

π∗
(

HCR(A/k)C2
)
≃ HD∗(Ae/k) (7.4.9)

where the right-hand side is the dihedral homology of Recollection 7.4.4.

Proof. As in the proof of Proposition 7.4.6, our assumptions imply that HCR(A/k) is a Borel k-
module. Now, we have an equivalence HCR(A/k) ≃ HR(A/k)hSσ . Endow the universal complex
line bundle E on CP∞ with a C2-equivariant metric. Then the unit disk bundle D(E) includes
into the unit sphere bundle S(E) ≃ ES1, and they are classified by C2-functors f , g : BSσ → SpcC2 ,
respectively, and the inclusion S(E) ⊆ D(E) is classified by a natural transformation ι : g =⇒ f .
Since colimits commute with each other, there is a cofiber sequence colim g ι−→ colim f → Th(E) ≃
colim(cofib(g→ f )) where Th(E) is the C2-equivariant Thom space. Now let X be a C2-spectrum

with Sσ-action classified by a functor BSσ X−→ SpC2 . Replacing g by BSσ g,X−−→ SpcC2 × SpC2 ⊗−→ SpC2

and applying an equivariant Thom isomorphism [CW92, Proposition 2.3], we obtain an exact
sequence X → XhSσ → (ΣρX)hSσ . Taking X = HR(A/k), this induces an exact sequence of
k-modules

HR(A/k) HR(A/k)hSσ (ΣρHR(A/k))hSσ .
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Since HCR(A/k) is Borel, we have an equivalence of exact sequences

HR(A/k)C2 HR(A/k)C2
hSσ ΣρHR(A/k)C2

hSσ

HH(Ae/k)hC2 HH(Ae/k)hC2
hS1 ΣρHH(Ae/k)hC2

hS1 .
∼ ∼ ∼

Naturality of the splitting in Lemma 7.4.5 implies that the preceding sequence may be rewritten as

HH(Ae/k)+ HH(Ae/k)+hS1 (ΣρHH(Ae/k)hS1)
+ . (7.4.10)

Now observe that if Y is a spectrum with C2-action and y ∈ πn(Y) (z ∈ πn(Y)) so that σ(y) = y
(σ(z) = −z), then id⊗ y ∈ π0 hom (Sn+ρ, Sρ ⊗Y) ≃ πn+2(Sρ ⊗ Y) satisfies σ(id⊗ y) = −id⊗ y
(σ(id⊗ z) = id⊗ z). In particular, there are isomorphisms π∗(Sρ ⊗ Y)± ≃ π∗−2Y∓. The result
follows from applying induction on ∗ and the five lemma to compare the homotopy long exact
sequence of (7.4.10) with the SBI sequence of [Lod87].

A Parametrized module categories

Notation A.0.1. Let Com⊗O≃G
→ FinG,∗ denote the minimal G-∞-operad of [NS22, Example 2.4.7].

Write p : Com⊗O≃G
→ Span(FinG) for the corresponding fibrous pattern under the equivalence of

[BHS22, Proposition 5.2.14]. Endow Com⊗O≃G
with the structure of an algebraic pattern where the

elementary objects are G/H and inert morphisms are those whose image under the structure map
p are inert [BHS22, Definition 4.1.11].

There is a canonical orbit functor (−)G : Com⊗O≃G
s−→ Span(FinG,∗, all,∇) (−)G−−−→ Fin∗.

Recollection A.0.2 ([BHS22, Definition 3.1.12]). Let P , O be algebraic patterns. A morphism of
algebraic patterns is a functor f : O → P which preserves elementary objects, inert morphisms, and
active morphisms. Given such an f , for each X ∈ O, there is a functor

f el
X/ : Oel

X/ → P
el
f (X)/ . (A.0.3)

If the functor f el
X/ is coinitial for all X ∈ O, we say f is strong Segal. If the functor f el

X/ is an
equivalence for all X ∈ O, we say f is iso-Segal.

Lemma A.0.4. Let G be a finite group. Then the orbit functor (−)G : Com⊗O≃G
→ Fin∗ is strong Segal.

Proof. Unravel the definitions! Or combine Observation 4.1.14 and with an argument as in Example
5.2.17 of [BHS22].

Definition A.0.5. There is a canonical functor (−) : Op∞ → OpG,∞, defined as a composite

Op∞ ≃ Fbrs (Fin∗) Fbrs
(

Com⊗O≃G

)
Fbrs (Span (FinG)) ≃ OpG,∞

(−)∗G p◦
(A.0.6)
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where pullback along the functor (−)G of Lemma A.0.4 restricts to the appropriate functor by
[BHS22, Lemma 4.1.19 & Corollary B]. Then by Corollary 4.1.17 of loc. cit. postcomposition with p
takes fibrous Com⊗O≃G

-patterns to fibrous Span (FinG)-patterns. Given an ordinary ∞-operad O⊗,

we will refer to its image under this functor as the constant G-∞-operad at O and denote it by O⊗.

Remark A.0.7. If O⊗ is an ordinary ∞-operad, there is a canonical functor O⊗ × T op → O⊗.

Notation A.0.8 ([Lur17, Remark 4.1.1.4, Definition 4.2.1.7, Definition 4.3.1.6]). Write Assoc⊗, LM⊗,
RM⊗, BM⊗ denote the constant G-∞-operads associated to the ordinary ∞-operads Assoc⊗, LM⊗,
RM⊗, BM⊗ under the functor of Definition A.0.5.

Remark A.0.9. Under the equivalence of [BHS22, Corollary 5.2.13], the G-∞-operad Assoc⊗ has
the same objects as Com⊗O≃G

. The ‘forwards’ morphisms are those spans

U Z X

V Y Y

f

where the induced map Z → U ×V Y is a summand inclusion, plus the data of a pair ( f ,≤)
where f is equivalent to a fold map and for all x ∈ X, an ordering on the orbits in the preimage
f−1({x}) ⊆ Z.

Notice that for subgroups K ≤ H ≤ G, and some fold map g : G/H⊔n → G/H, the set of orbits
of the domain G/K⊔n of g×G/H G/K : G/K⊔n → G/K is canonically identified with the set of
orbits of G/H⊔n. This, along with the lexicographic ordering of [Lur17, Definition 4.1.1.4], specifies
composition on Assoc⊗.

The canonical forgetful functor/operad structure map Assoc⊗ → FinG,∗ forgets the ordering.

Using these notions, we can formulate what it means for a E1-monoidal G-∞-category to act on
another G-∞-category.

Definition A.0.10 ([Lur17, Definition 4.2.1.13]). Let q : C⊗ → Assoc⊗ be a fibration of G-∞-operads
and let M be a G-∞-category. A weak enrichment of M over C⊗ is a fibration of G-∞-operads
q : O⊗ → LM⊗ together with equivalences O⊗a ≃ C⊗ and O⊗m ≃M.

Let q : O⊗ → LM⊗ exhibitM as weakly enriched over C⊗. Let LMod(M) denote the G-∞-
category Alg/LM(O), and refer to it as the G-∞-category of left module objects ofM. Composition
with the inclusion Assoc⊗ → LM⊗ gives a categorical fibration

LMod(M) = Alg/LM(O)→ Alg/Assoc(O) = Alg(C) .

If A is an Assoc-algebra object of C (i.e. a global section of the G-∞-category Alg(C), denote the
parametrized fiber (as a G-∞-category) by LModA(M).

Definition A.0.11. Let q : C⊗ → LM⊗ be a fibration of C2-∞-operads. We say that q exhibits
CmC2/C2 =:M as left-tensored over CaC2/C2 if q is a coCartesian fibration of C2-∞-operads.

Given q : C⊗ → RM⊗, there is a similar notion of a C2-∞-category being right-tensored over an
E1-monoidal C2-∞-category.
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Definition A.0.12. Let q : M⊗ → LM⊗, p : N⊗ → LM⊗ be cocartesian fibrations of C2-∞-operads
so thatM⊗×LM⊗ Assoc⊗ ≃ N⊗×LM⊗ Assoc⊗ =: C⊗. A C-linear functor fromM⊗

mC2/C2 toN⊗
mC2/C2

is a LM⊗-monoidal functor fromM⊗ to N⊗ which is the identity on C⊗.

Remark A.0.13. We write right- (resp. left-)tensored instead of ‘C2 right- (resp. left-)tensored’
because we find the proliferation of C2’s appearing in modifiers to be a bit unwieldy. We trust that
one can ascertain whether we refer to Definition A.0.11 or [Lur17, Definition 4.2.1.19] based on the
context.

The following proposition is inspired by [NS22, Corollary 2.4.15].

Proposition A.0.14. For any ∞-operadO⊗, pullback along the functor of Remark A.0.7 induces a canonical
identification of O⊗-monoidal G-∞-categories and Oop

G -cocartesian families of O⊗-monoidal ∞-categories
([Lur17, Definition 4.8.3.1]).

Corollary A.0.15. Let C be a G-∞-category. Let A be an E1-coalgebra in C, i.e. an E1-algebra in Cvop.
Then left comodules over A is right-tensored over C.

Proof. Follows from the results of [Lur17, §4.3.2] and Proposition A.0.14.

Corollary A.0.16. Let C⊗ be an Assoc⊗-monoidal C2-∞-category. Under the equivalence of Proposition
A.0.14, a C2-∞-categoryM is left-tensored over C if and only ifM defines a Oop

G -cocartesian family of
∞-categories left-tensored over C in the sense of [Lur17, Definition 4.8.3.9].

Corollary A.0.17. Let C be a E1-monoidal T -∞-category and let M be a T -∞-category which is left-
tensored over C. Then the canonical forgetful functor LMod(M) = Alg/LM(O) → Alg/Assoc(O) =

Alg(C) is a T -cartesian fibration.

Proof. Follows from Proposition A.0.14 and [Lur17, Corollary 4.2.3.2].

Corollary A.0.18. Let C be an E1-monoidal T -∞-category and let A be a T -object of E1Alg(C). LetM be
a T -∞-category which is left-tensored over C and consider the parametrized module category LModA(M).
Then its (non-parametrized) fibers satisfy

LModA(M)t ≃ LModAt(Mt)

for all t ∈ T , where the right-hand side denotes the non-parametrized left module category of, for instance
[Lur17, §4.2.1].

Proof. By definition of parametrized mapping spaces (see [Sha23, §3]), under the equivalence of

Proposition A.0.14, the fiber LModA(M)t is given by
(
T /t

)op
-cocartesian families of modules over

At :
(
T /t

)op
→ Ct inMt. The result follows from noting that

(
T /t

)op
has an initial object.

Example A.0.19. Let C be a C2-∞-category. By Proposition A.0.14, Fun(C, C) is a E1-monoidal
C2-∞-category. Furthermore, C is left-tensored over Fun(C, C). On underlying ∞-categories, this
recovers the action of Fun(Ce, Ce) on Ce described in [Lur17, Introduction to §4.7].

Proposition A.0.20. Let C be an E1-monoidal C2-∞-category,M a C2-∞-category which is left-tensored
over C, and let A be a T -algebra object of C. SupposeM is C2-complete. Then
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(a) the C2-∞-category LModA(M) is C2-complete

(b) a map p : LModA(M) is a T -limit diagram if and only if the induced map K◁ →M is a T -limit
diagram.

(c) given a morphism of algebra objects A → B of C, the induced functor LModB(C) → LModA(C)
admits a left T -adjoint.

Proof. (a) By (the dual to) [Sha23, Corollary 12.15], it suffices to show that LModA(M) admits
totalizations and all C2-products. It follows from [Lur17, Proposition 4.2.3.3(1)] that the
category admits totalizations. By the dual to [Sha23, Proposition 5.11], we must show that
the restriction functor LModA(MC2) → LModAe(Me) admits a right adjoint. Since the
restriction functorMC2 →Me is monoidal, its right adjoint G is lax monoidal. In particular,
the unit promotes to a map of E1-algebra objects η : A→ G(Ae). Now consider the composite

LModAe(Me)
G−→ LModG(Ae)(MC2)

η∗−→ LModA(MC2). It is right adjoint to the restriction
functor LModA(MC2)→ LModAe(Me).

(b) Follows from [Lur17, Corollary 4.2.3.3(2)] and the proof of part (a).

(c) Follows from Corollary 2.1.13 and [Lur17, Corollary 4.2.3.3(3)].

Proposition A.0.21. Let C be an E1-monoidal C2-∞-category,M a C2-∞-category which is left-tensored
over C, and let A be a T -algebra object of C. SupposeM is C2-cocomplete, and that for each α : s→ t in T
the left adjoint to the restriction mapMt →Ms is monoidal. Then

(a) the C2-∞-category LModA(M) is C2-cocomplete

(b) a map p : LModA(M) is a T -colimit diagram if and only if the induced map K▷ →M is a T -colimit
diagram.

(c) given a morphism of algebra objects A→ B of C, the induced functor LModB(C)→ LModA(C) is a
left T -adjoint.

Remark A.0.22. Note that Proposition A.0.21 has a stronger assumption than Proposition A.0.20
because given α : s → t in T so that α∗ is monoidal, the right adjoint of α∗ is automatically lax
monoidal (and hence takes algebra objects to algebra objects), while the left adjoint to α∗ is oplax
monoidal, hence does not a priori preserve algebra objects.

Proof of Proposition A.0.21. We prove (a); items (b) and (c) follow almost immediately from (a) as in
the proof of Proposition A.0.20.

By [Sha23, Corollary 12.15], it suffices to show that LModA(M) admits geometric realiza-
tions and all C2-coproducts. It follows from [Lur17, Proposition 4.2.3.5(1)] that the category
admits geometric realizations. By [Sha23, Proposition 5.11], we must show that the restric-
tion functor LModA(MC2) → LModAe(Me) admits a left adjoint. By assumption, the left ad-
joint L : Me → MC2 to the restriction functor MC2 → Me is monoidal. In particular, the
counit promotes to a map of E1-algebra objects ε : L(Ae) → A. Now consider the composite

LModAe(Me)
L−→ LModL(Ae)(MC2)

ε∗=(−⊗L(Ae)A)
−−−−−−−−−→ LModA(MC2). It is left adjoint to the restric-

tion functor LModA(MC2)→ LModAe(Me).
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theory”. Preprint available at https://arxiv.org/abs/1608.03657. 2016. arXiv: 1608.03657
[math.AT].

[Bar17] Clark Barwick. “Spectral Mackey functors and equivariant algebraic K-theory (I)”. In: Adv. Math.
304.2 (2017), pp. 646–727.

[BGN18] Clark Barwick, Saul Glasman, and Denis Nardin. “Dualizing cartesian and cocartesian fibrations”.
In: Theory Appl. Categ. 33 (2018), Paper No. 4, 67–94.

[BGS20] Clark Barwick, Saul Glasman, and Jay Shah. “Spectral Mackey functors and equivariant algebraic
K-theory, II”. In: Tunis. J. Math. 2.1 (2020), pp. 97–146.

[BH15] Andrew J. Blumberg and Michael A. Hill. “Operadic multiplications in equivariant spectra,
norms, and transfers”. In: Adv. Math. 285 (2015), pp. 658–708.

[BH21] Tom Bachmann and Marc Hoyois. “Norms in motivic homotopy theory”. In: Astérisque 425 (2021),
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[Cor93b] Guillermo Cortiñas. “L-theory and dihedral homology. II”. In: Topology Appl. 51.1 (1993), pp. 53–
69.

[CW92] S. R. Costenoble and S. Waner. “The equivariant Thom isomorphism theorem”. In: Pacific J. Math.
152.1 (1992), pp. 21–39.

[Deg+19] Dieter Degrijse, Markus Hausmann, Wolfgang Lück, Irakli Patchkoria, and Stefan Schwede.
Proper equivariant stable homotopy theory. Preprint available at https://arxiv.org/abs/1908.
00779. 2019.

[Dot+21] Emanuele Dotto, Kristian Moi, Irakli Patchkoria, and Sune Precht Reeh. “Real topological
Hochschild homology”. In: J. Eur. Math. Soc. (JEMS) 23.1 (2021), pp. 63–152.

[DPJ22] Emanuele Dotto, Irakli Patchkoria, and Kristian Jonsson Moi. “Witt vectors, polynomial maps,
and real topological Hochschild homology”. In: Ann. Sci. Éc. Norm. Supér. (4) 55.2 (2022), pp. 473–
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